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1
Introduction
The switches in the N-Series are stackable layer-2 and layer-3 switches. These 
switches include the following features:

• 1U form factor, rack-mountable chassis design.

• Support for all data-communication requirements for a multi-layer switch, 
including layer-2 switching, IPv4 routing, IPv6 routing, IP multicast, 
quality of service, security, and system management features.

• High availability with automatic failover and checkpointing of dynamic 
state.

The Dell EMC Networking N-Series includes the following switch models: 
N1108T-ON, N1108P-ON, N1124T-ON, N1124P-ON, N1148T-ON, N1148P-
ON, N1524, N1524P, N1548, N1548P, N2024, N2024P, N2048, N2048P, 
N2128PX-ON, N3024, N3024F, N3024P, N3048, N3048P, N3024EP-ON, 
N3024ET-ON, N3024EF-ON, N3048ET-ON, N3048EP-ON, N3132PX-ON, 
N4032, N4032F, N4064, N4064F

About This Document
This guide discusses and provides examples on how to configure, monitor, 
and maintain Dell EMC Networking N-Series switches by using web-based 
Dell EMC OpenManage Switch Administrator utility or the command-line 
interface (CLI).

Examples given in this guide may not include complete CLI syntax as the 
preference is to present CLI syntax relevant to the configuration task. Refer to 
the Dell EMC Networking N1100-ON, N1500, N2000, N2100-ON, N3000, 

NOTE: Switch administrators are strongly advised to maintain Dell EMC 
Networking N-Series switches on the latest version of the Dell EMC Networking 
Operating System. Dell EMC Networking continually improves the features and 
functions based on feedback from you, the customer. For critical infrastructure, 
prestaging of a new release into a non-critical portion of the network is 
recommended to verify network configuration and operation with any new 
version of Dell EMC Networking N-Series switch firmware.



58 Introduction

N3100-ON, and N4000 Series Switches CLI Reference Guide for definitive 
syntax for any particular command. The parameter ranges listed in the 
examples or text may vary from the allowed range on any particular switch 
due to product limitations. Refer to the Feature Limits and Platform 
Constants section located in the Appendix of this document for range limits 
relevant to a particular switch model.

Audience
This guide is for network administrators in charge of managing one or more 
Dell EMC Networking N-Series switches. To obtain the greatest benefit from 
this guide, you should have a basic understanding of Ethernet networks and 
local area network (LAN) concepts.

Document Conventions
Table 1-1 describes the typographical conventions this document uses.

Table 1-1. Document Conventions

Convention Description

Bold Page names, field names, menu options, button names, and 
CLI commands and keywords.

courier font Command-line text (CLI output) and file names

[ ] In a command line, square brackets indicate an optional 
entry.

{ } In a command line, inclusive brackets indicate a selection of 
compulsory parameters separated by the | character. One 
option must be selected. For example: spanning-tree mode 
{stp|rstp|mstp} means that for the spanning-tree mode 
command, stp, rstp, or mstp must be entered.

Italic In a command line, indicates a variable. 

<Enter> Any individual key on the keyboard.

CTRL + Z A keyboard combination that involves pressing the Z key 
while holding the CTRL key.
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Additional Documentation
The following documents for the Dell EMC Networking N-Series switches are 
available at www.dell.com/support:

• Getting Started Guide—provides information about the switch models in 
the series, including front and back panel features. It also describes the 
installation and initial configuration procedures.

• CLI Reference Guide—provides information about the command-line 
interface (CLI) commands used to configure and manage the switch. The 
document provides in-depth CLI descriptions, syntax, default values, and 
usage guidelines.

http://www.dell.com/support
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2
Switch Feature Overview
This section describes the switch user-configurable software features.

The topics covered in this section include:

NOTE: Before proceeding, read the release notes for this product. The release 
notes are part of the firmware download.

• System Management 
Features

• Stacking Features

• Security Features

• Green Technology Features

• Power over Ethernet (PoE) 
Plus Features

• Switching Features

• Virtual Local Area Network 
Supported Features

• Spanning Tree Protocol 
Features

• Link Aggregation Features

• Routing Features

• IPv6 Routing Features

• Quality of Service (QoS) 
Features

• Layer-2 Multicast Features

• Layer-3 Multicast Features
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System Management Features

Multiple Management Options
Any of the following methods can be used to manage the switch: 

• Use a web browser to access the Dell EMC OpenManage Switch 
Administrator interface. The switch contains an embedded Web server 
that serves HTML pages. Dell EMC Networking N-Series switches 
support HTTP and HTTPS over IPv4 or IPv6.

• Use a Telnet client, SSH client, or a direct console connection to access 
the CLI. The CLI syntax and semantics conform as much as possible to 
common industry practice. Dell EMC Networking N-Series switches 
support Telnet and SSH access over IPv4 or IPv6.

• Use a network management system (NMS), like the Dell EMC 
OpenManage Network Manager, to manage and monitor the system 
through SNMP. The switch supports SNMP v1/v2c/v3 over the UDP/IP 
transport protocol.

Nearly all switch features support a pre-configuration capability, even when 
the feature is not enabled or the required hardware is not present. Pre-
configured capabilities become active only when enabled (typically via an 
admin mode control) or when the required hardware is present (or both). For 
example, a port can be preconfigured with both trunk and access mode 
information. The trunk mode information is applied only when the port is 
placed into trunk mode and the access mode information is only applied 
when the port is placed into access mode. Likewise, OSPF routing can be 
configured in the switch without being enabled on any port. This capability is 
present in all of the switch management options.

System Time Management
The switch can be configured to obtain the system time and date through a 
remote Simple Network Time Protocol (SNTP) server, or the time and date 
can be set locally on the switch. The time zone and information about time 
shifts that might occur during summer months can also be configured. When 
SNTP is used to obtain the time, communications between the switch and 
the SNTP server can be encrypted.

The Dell EMC Networking SNTP client supports connection to SNTP 
servers over IPv4 or IPv6.
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For information about configuring system time settings, see "Managing 
General System Settings" on page 445.

Log Messages
The switch maintains in-memory log messages as well as persistent logs. 
Remote logging can be configured so that the switch sends log messages to a 
remote syslog server. The switch can also be configured to email log messages 
to a configured SMTP server. This allows the administrator to receive the log 
message in a specified e-mail account. Switch auditing messages, CLI 
command logging, Web logging, and SNMP logging can be enabled or 
disabled.

Dell EMC Networking N-Series switches support logging to syslog servers 
over IPv4 or IPv6.

For information about configuring system logging, see "Monitoring and 
Logging System Information" on page 407.

System Reset
When the switch is reset, it logs the reason in the persistent log, which is 
displayed in the log on startup. The possible reasons for a switch reset are:

• Switch was reset due to operator intervention.

• Switch was reset due to a software exception.

• Switch was reset due to a watchdog expiration.

• Switch was reset due to a Stack Manager conflict.

• Switch was reset due to software-initiated exit.

• Switch was reset due to power disruption or unexpected restart 
(error[0x0]).

The last reason code is the default if none of the other conditions are 
detected.

Integrated DHCP Server

NOTE: This feature is not supported on the Dell EMC Networking 
N1100-ON/N1500 Series switches.
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Dell EMC Networking N-Series switches include an integrated DHCP server 
that can deliver host-specific configuration information to hosts on the 
network. The switch DHCP server allows the configuration of IPv4 address 
pools (scopes), and when a host’s DHCP client requests an address, the 
switch DHCP server automatically assigns the host an address from the pool. 

For information about configuring the DHCP server settings, see "DHCP 
Server Settings" on page 1163.

Management of Basic Network Information
The DHCP client on the switch allows the switch to acquire information such 
as the IPv4 or IPv6 address and default gateway from a network DHCP server. 
The DHCP client can also be disabled and static network information can be 
configured instead. Other configurable network information includes a 
Domain Name Server (DNS), hostname to IP address mapping, and a default 
domain name.

If the switch detects an IP address conflict on the management interface, it 
generates a trap and sends a log message.

For information about configuring basic network information, see "Setting 
the IP Address and Other Basic Network Information" on page 209.

IPv6 Management Features
Dell EMC Networking N-Series switches provide IPv6 support for many 
standard management features including HTTP, HTTPS/SSL, Telnet, SSH, 
syslog, SNTP, TFTP, and traceroute on both the in-band and out-of-band 
management ports.

Dual Software Images
Dell EMC Networking N-Series switches can store up to two software images. 
The dual image feature enables upgrading the switch without deleting the 
older software image. One image is designated as the active image and the 
other image as the backup image.

For information about managing the switch image, see "Images and File 
Management" on page 525.
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File Management
Files, such as configuration files and system images, can be uploaded and 
downloaded using HTTP (web only), TFTP, Secure FTP (SFTP), or Secure 
Copy (SCP). Configuration file uploads from the switch to a server are a good 
way to back up the switch configuration. A configuration file can also be 
downloaded from a server to the switch to restore the switch to the 
configuration in the downloaded file.

Files can be copied to and from a USB Flash drive that is plugged into the 
USB port on the front panel of the switch. Or, the switch can be automatically 
upgraded by booting it with a newer firmware image on a USB drive plugged 
into the switch. Dell EMC Networking N-Series switches support file copy 
protocols to both IPv4 and IPv6 servers.

For information about uploading, downloading, and copying files, see "Images 
and File Management" on page 525.

Switch Database Management Templates
Switch Database Management (SDM) templates enable reallocating system 
resources to support a different mix of features based on network 
requirements. Dell EMC Networking N-Series switches support the following 
three templates:

• Dual IPv4 and IPv6 (default)

• IPv4 Routing

• IPv4 Data Center

For information about setting the SDM template, see "Managing General 
System Settings" on page 445.

Automatic Installation of Firmware and Configuration
The Auto Install feature allows the switch to upgrade or downgrade to a 
newer software image and update the configuration file automatically during 
device initialization with limited administrative configuration on the device. 
If a USB device is connected to the switch and contains a firmware image 
and/or configuration file, the Auto Install feature installs the image or 
configuration file from USB device. Otherwise, the switch can obtain the 
necessary information from a DHCP server on the network.
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For information about Auto Install, see "DHCP and USB Auto-
Configuration" on page 557.

sFlow
sFlow is the standard for monitoring high-speed switched and routed 
networks. sFlow technology is built into network equipment and gives 
complete visibility into network activity, enabling effective management and 
control of network resources. The Dell EMC Networking N-Series switches 
support sFlow version 5.

For information about configuring managing sFlow settings, see "Monitoring 
Switch Traffic" on page 577.

SNMP Alarms and Trap Logs
The system logs events with severity codes and timestamps. The events are 
sent as SNMP traps to a trap recipient list. 

For information about configuring SNMP traps and alarms, see "SNMP" on 
page 487.

NOTE: Automatic migration of the startup configuration to the next version of 
firmware from the current and previous versions of firmware is supported; the 
syntax is automatically updated when it is read into the running-config. Check 
the release notes to determine if any parts of the configuration cannot be 
migrated. Save the running-config to maintain the updated syntax. Migration of 
configuration is not assured on a firmware downgrade. When upgrading or 
downgrading firmware, check the configuration to ensure that it implements the 
desired configuration. Meta-configuration data (stack-port and slot 
configuration) is always reset to the defaults on a downgrade on each stack unit. 
As an example, Ethernet ports configured as stacking ports default back to 
Ethernet mode on a downgrade. 

Migration of configuration information is never assured when errors are shown 
while the system is booting. Although the errored lines are displayed, commands 
that enter a sub-configuration mode followed by an exit command cause the CLI 
to exit Global Configuration mode, and subsequent configuration commands are 
ignored. Always hand-edit the startup-config if errors are shown on the screen 
during bootup.
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CDP Interoperability Through ISDP
Industry Standard Discovery Protocol (ISDP) allows the Dell EMC 
Networking N-Series switch to interoperate with Cisco devices running the 
Cisco Discovery Protocol (CDP). ISDP is a proprietary layer-2 network 
protocol which inter-operates with Cisco network equipment and is used to 
share information between neighboring devices (routers, bridges, access 
servers, and switches).

For information about configuring ISDP settings, see "Discovering Network 
Devices" on page 897.

Remote Monitoring (RMON)
RMON is a standard Management Information Base (MIB) that defines 
current and historical MAC-layer statistics and control objects, allowing real-
time information to be captured across the entire network.

For information about configuring managing RMON settings, see 
"Monitoring Switch Traffic" on page 577.

N3000 Series Advanced and Advanced-Lite Firmware Images
There are two N3000/N3100 mixed stacking switch firmware images available. 
The N3xxx Advanced stacking image supports stacking up to 12 units and 
supports stacking with the following models: N3132P-ON, N3024EP-ON, 
N3024ET-ON, N3024EF-ON, N3048ET-ON, N3048EP-ON. The filename for 
this image is N3000N3100Advv6.5.1.x.itb. The N3xxx Advanced-Lite 
stacking image supports stacking up to eight units and supports stacking for 
the following models: N3132P-ON, N3024EP-ON, N3024ET-ON, N3024EF-
ON, N3048ET-ON, N3048EP-ON, N3048, N3048P, N3024, N3024P, and 
N3024F and is named N3000N3100AdvLitev6.5.1.X.itb. The Advanced-Lite 
firmware supports 1024 VLANs in the range 1-4093 and does not support 
MMRP/MVRP.

Which image type is installed can be determined by examining the first few 
lines of the running-config. The following example shows an Advanced 
version firmware.

console#show running-config
!Current Configuration:
!Software Capability "Stack Limit = 12, VLAN Limit = 4093"
!Image File "N3000Advv6.5.1.2"
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!System Description "Dell EMC Networking N3048EP-ON, 6.5.1.2, Linux 
3.6.5-d3d24324"
!System Software Version 6.5.1.2
!This firmware supports a stack of up to twelve switches.
!MVRP/MMRP capabilities and up to 4093 VLANs may be configured.

When migrating between the two types of images, certain commands in the 
startup-config may fail to execute because the relevant feature is not 
available. The switch firmware will identify any failed commands. It is 
necessary to edit the startup-config if errors are displayed and remove any 
failed commands. Do not simply save the running-config when commands in 
the startup-config fail, as the startup-config may contain modal commands 
that enter into a sub-mode not supported by the firmware. The exit 
command to exit the sub-mode may, in fact, exit Global Configuration mode, 
causing all subsequent commands to fail, even though those commands may 
be valid. When migrating from Adv firmware to AdvLite firmware, Dell 
recommends clearing the configuration and saving it to avoid any issues 
caused by exceeding the scaling limits of the AdvLite firmware.

In a mixed stack, all stack members contain the active, and optionally backup, 
firmware images for both types of units. It is necessary to have both images 
present on all units to allow any unit to perform the stack master function. A 
mixed stack may only be updated by installing an .itb firmware image using 
the copy command from any supported source, e.g. USB or TFTP. A mixed 
stack may also be upgraded by configuring an .itb firmware image as part of 
DHCP Auto-configuration that occurs as part of the switch boot process. The 
USB Auto-configuration upgrade feature should not be used to upgrade a 
mixed image stack. Do not attempt to update a mixed stack by installing an 
.stk firmware because a version mismatch may occur later after a stack master 
failover. In these cases, the recovery procedure is to reinstall the firmware 
using an .itb image.

Do not download Adv mixed stack (itb) firmware to a stack containing legacy 
N3000 Series switches. It is required that a mixed stack containing legacy 
N3000 Series switches only be loaded with the AdvLite (itb) firmware. If 

NOTE: Switches must be upgraded to firmware version 6.5.1 or later in order to 
recognize and download an .itb image.
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issues are encountered due to improper download of Adv firmware to a stack 
containing legacy N3000 Series switches, recover the stack by downloading 
AdvLite (itb) firmware.

To add a new member to an AdvLite or Adv mixed stack, load the new 
member with an ITB image, power off the unit, cable the new member into 
the stack and power it on. Then perform stack firmware synchronization 
using the boot auto-copy-sw command from the mixed stack master. Do not 
fail over to the new member prior to performing stack firmware 
synchronization.

To upgrade an AdvLite mixed stack to Adv mono-culture stack using the .stk 
firmware, power off the stack, re-cable the stack with the legacy N3000 
switches removed from the stack (only N3000E-ON and N3132PX-ON 
switches can operate with the Adv firmware) and power on the stack starting 
with the desired stack master unit. Once the stack is fully powered, use the 
clear config command to remove the configuration of the units that are no 
longer participating in the stack. The no member/no slot commands in stack 
configuration mode also clear the stack member configuration, however, 
other configuration that references those members is not cleared and may 
cause issues on a reboot of the stack.

After the member configuration has been removed for all N3000 Series 
switches and the configuration has been saved, it is possible to download 
N3000Advv6.5.1.X.stk firmware to the stack master. Once downloaded, the 
master unit will distribute the images to other members of the stack. Use the 
show bootvar [unit] command to display the stack unit firmware. After code 
distribution is complete, reboot the stack. 

This same technique may be used on the legacy N3000 switches that were 
configured in an AdvLite stack to allow them to download mono-culture 
N3000 (stk) firmware.
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Stacking Features
For information about creating and maintaining a stack of switches, see 
"Stacking" on page 237.

Mixed and Single Series Stacking
The Dell EMC Networking N2000, N2100-ON, N3000, N3000E-ON, and 
N3100-ON Series switches include a stacking feature that allows multiple 
switches of the same or different series to operate as a single unit. 

Dell EMC Networking N1100-ON Series switches stack with other Dell EMC 
N1100-ON Series switches and Dell EMC Networking N1500 Series switches 
stack with other Dell EMC N1500 Series switches.

The Dell EMC Networking N1124T-ON/N1124P-ON/N1148P-ON/N1148T-
ON switches stack up to four units using 10G Ethernet ports configured for 
stacking. The Dell EMC Networking N1500 Series switches stack up to four 
units using 10GB Ethernet links configured as stacking.

Dell EMC Networking N2000 Series switches stack with other Dell EMC 
Networking N2000 Series switches and with Dell EMC Networking N2100-
ON Series switches stack in a stack of up to 12 units. Dell EMC Networking 
N2000 and N2100-ON Series switches have two fixed mini-SAS stacking 
connectors at the rear. Any unit may be the stack master. The mixed stacking 
image name is N2000N2100Stdv6.5.1.X.itb.

Dell EMC Networking N2100-ON and N2000 switch series firmware is also 
available without mixed stacking capabilities. These images are named as 
follows:

N2100Stdv6.5.1.X.stk              - N2100 only stack

N2000Stdv6.5.1.X.stk              - N2000 only stack

Dell EMC Networking N3000 Series switches stack with other Dell EMC 
Networking N3000/N3000E-ON Series switches and with Dell EMC 
Networking N3100-ON Series switches stack in a stack of up to eight units. 
The Dell EMC Networking N3000/N3000E-ON Series switches have two 
fixed mini-SAS stacking connectors at the rear. The Dell EMC Networking 
N3100-ON Series switch has a slot in the rear that accepts an optional 
stacking module. Any unit may be the stack master. The image name is 
N3000N3100AdvLitev6.5.X.Y.itb.
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Dell EMC Networking N3100-ON Series switches may also stack with the 
Dell EMC Networking N3000E-ON switches in a stack of up to 12 units. The 
image name is N3000N3100Advv6.5.1.X.itb. Any unit may be the stack 
master. N3024/N3024P/N3034F/N3048/N3048P units will be recognized if 
stacked with this image. However, the front panel interfaces will remain 
detached and inoperable.

Dell EMC Networking N3100-ON and N3000 switch series firmware is also 
available without mixed stacking capabilities. These images are named as 
follows:

N3100Advv6.5.1.X.stk              - N3100 only stack

N3000Advv6.5.1.X.stk              - N3000E-ON only stack

N3000AdvLitev6.5.1.X.stk         - N3000 only stack (includes N3000E-ON 
support)

Dell EMC Networking N4000 Series switches stack with other Dell EMC 
Networking N4000 Series switches over front-panel ports configured for 
stacking.

Single IP Management
When multiple switches are connected together through the stack ports, they 
operate as a single unit with a larger port count. The stack operates and is 
managed as a single entity. One switch acts as the master, and the entire stack 
is managed through the management interface (Web, CLI, or SNMP) of the 
stack master. 

Master Failover with Transparent Transition
The stacking feature supports a standby or backup unit that assumes the 
stack master role if the stack master fails. As soon as a stack master failure is 
detected, the standby unit initializes the control plane and enables all other 
stack units with the current configuration. The standby unit maintains a 
synchronized copy of the running configuration for the stack. 
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Nonstop Forwarding on the Stack
The Nonstop Forwarding (NSF) feature allows the forwarding plane of stack 
units to continue to forward packets while the control and management 
planes restart as a result of a power failure, hardware failure, or software fault 
on the stack master and allows the standby switch to quickly takeover as the 
master.

Hot Add/Delete and Firmware Synchronization
Units can be added to and deleted from the stack without cycling the power 
on the stack. Units to be added to the stack must be powered off prior to 
cabling into the stack to avoid election of a new master unit and a possible 
downgrade of the stack. When the newly added unit is powered on, the Stack 
Firmware Synchronization feature, if enabled, automatically synchronizes the 
firmware version with the version running on the stack master. The 
synchronization operation may result in either an upgrade or a downgrade of 
firmware on the mismatched stack member. Once the firmware is 
synchronized on a member unit, the running-config on the member is 
updated to match the master switch. The startup-config on the standby and 
member switches is not updated to match the master switch due to 
configuration changes on the master switch. Saving the startup config on the 
master switch also saves it to the startup config on all the other stack 
members. The hardware configuration of every switch is updated to match 
the master switch (unit number, slot configuration, stack member number, 
etc.). 

NOTE: ALWAYS POWER OFF a unit to be added to a stack prior to cabling it into 
the stack. Newly added units must be powered on one-at-a-time beginning with 
the unit directly connected to an already powered on stack member.
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Security Features

Configurable Access and Authentication Profiles
Rules can be configured to limit access to the switch management interface 
based on criteria such as access type and source IP address of the 
management host. The user can also be required to be authenticated locally 
or by an external server, such as a RADIUS server.

For information about configuring access and authentication profiles, see 
"Authentication, Authorization, and Accounting" on page 275.

Password-Protected Management Access
Access to the Web, CLI, and SNMP management interfaces is password 
protected, and there are no default users on the system.

For information about configuring local user accounts, see "Authentication, 
Authorization, and Accounting" on page 275.

Strong Password Enforcement
The Strong Password feature enforces a baseline password strength for all 
locally administered users. Password strength is a measure of the effectiveness 
of a password in resisting guessing and brute-force attacks. The strength of a 
password is a function of length, complexity and randomness. Using strong 
passwords lowers overall risk of a security breach. 

For information about configuring password settings, see "Authentication, 
Authorization, and Accounting" on page 275.

TACACS+ Client
The switch has a TACACS+ client. TACACS+ provides centralized security 
for validation of users accessing the switch. TACACS+ provides a centralized 
user management system while still retaining consistency with RADIUS and 
other authentication processes.

For information about configuring TACACS+ client settings, see 
"Authentication, Authorization, and Accounting" on page 275.
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RADIUS Support
The switch has a Remote Authentication Dial In User Service (RADIUS) 
client and can support up to 32 named authentication and accounting 
RADIUS servers. The switch also supports configuration of multiple RADIUS 
Attributes and accepts RADIUS COA termination requests. The switch can 
also be configured to accept RADIUS-assigned VLANs, ACLs and DiffServ 
Policies.

For information about configuring RADIUS client settings, see 
"Authentication, Authorization, and Accounting" on page 275.

SSH/SSL
The switch supports Secure Shell (SSH) for secure, remote connections to 
the CLI and Secure Sockets Layer (SSL) to increase security when accessing 
the web-based management interface. The SSH server can be enabled using 
the ip ssh server command or disabled using the no ip ssh server command.

For information about configuring SSH and SSL settings, see 
"Authentication, Authorization, and Accounting" on page 275.

Inbound Telnet Control
By default, the switch allows access over Telnet. The administrator can enable 
or disable the Telnet server using the ip telnet server command. Additionally, 
the Telnet port number is configurable using the same command.

For information about configuring inbound Telnet settings, see 
"Authentication, Authorization, and Accounting" on page 275.

Denial of Service
The switch supports configurable Denial of Service (DoS) attack protection 
for eight different types of attacks.

For information about configuring DoS settings, see "Port and System 
Security" on page 681.
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Port Protection
A port may be put into the error-disabled state for any of the following 
reasons:

• BPDU Storm: By default, if Spanning Tree Protocol (STP) bridge protocol 
data units (BPDUs) are received at a rate of 15pps or greater for three 
consecutive seconds on a port, the port will be error-disabled. The 
threshold is not configurable.

• Broadcast, Multicast, Unicast Storm: If broadcast, unknown multicast, or 
unknown unicast packets are received at a rate greater than the configured 
limit and the configured action is to disable the port, the port will be error-
disabled. Storm control is not enabled by default. See the storm-control 
commands for further information. A trap is issued for ports disabled by 
Storm Control.

• DHCP Rate Limit: If DHCP packets are received on a port at a rate that 
exceeds 15 pps, the port will be error-disabled. The threshold is 
configurable up to 300 pps for up to 15s long using the ip dhcp snooping 
limit command. DHCP snooping is disabled by default. The default 
protection limit is 15 pps. A trap is issued for interfaces disabled by DHCP 
Snooping.

• DoS: Interfaces on which a denial of service attack is detected are error-
disabled. Refer to the dos-control command for configuration options.

• ARP Inspection: By default, if Dynamic ARP Inspection packets are 
received on a port at a rate that exceeds 15 pps for 1 second, the port will 
be error-disabled. The threshold is configurable up to 300 pps and the 
burst is configurable up to 15s long using the ip arp inspection limit 
command. A trap is issued for interfaces disabled by Dynamic ARP 
Inspection.

• SFP Mismatch: Insertion of an unsupported SFP transceiver will error-
disable the interface. This behavior can be suppressed using the service 
unsupported-transceiver command. 

• SFP+ transceivers: SFP+ transceivers are not compatible with SFP slots 
(N3024F front-panel ports). To avoid damage to SFP+ transceivers 
mistakenly inserted into SFP ports, the SFP port is error-disabled when an 
SFP+ transceiver is detected.

• UDLD: Interfaces on which unidirectional packet flow is detected are 
error-disabled.
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• ICMP storms: Ports on which ICMP storms are detected are error-
disabled. The rate limit and burst sizes are configurable separately for IPv4 
and IPv6.

• PML: Interfaces on which the port security violation is configured to shut 
down the interface are error-disabled when a violation occurs.

• Loop Protect: Loop protection diagnostically disables ports on which a 
loop is detected. A log message may be issued when a port is disabled by 
Loop Protection.

• BPDU Guard: An interface that receives a BPDU with BPDU guard 
enabled is error-disabled. Use the spanning-tree bpdu-protection 
command to enable BPDU guard.

A port that is error-disabled may be returned to service using the no 
shutdown command. Alternatively, the operator may configure the auto 
recovery service to return the error disabled ports to service after a 
configurable period of time. Refer to the errdisable recovery command for 
more information.

Captive Portal
The Captive Portal feature blocks clients from accessing the network until 
user verification has been established. When a user attempts to connect to 
the network through the switch, the user is presented with a customized Web 
page that might contain username and password fields or the acceptable use 
policy. Users can be required to be authenticated by a local or remote 
RADIUS database before access is granted.

For information about configuring the Captive Portal features, see "Captive 
Portal" on page 370.

802.1X Authentication (IEEE 802.1X)
802.1X authentication enables the authentication of network clients through 
a local internal server or an external server. Only authenticated and approved 
network clients can transmit and receive frames over the port. Clients are 
authenticated using the Extensible Authentication Protocol (EAP). EAP-
MD5 authentication with no privacy protocol is supported for switch-
initiated (server-side) authentication to remote authentication servers. Local 
(IAS) authentication supports EAP-MD5 only. MAB supports EAP, PAP, and 
CHAP. Encrypted communication with authentication servers is not 
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supported; however, the switch will transport encrypted packets, such as 
PEAP or EAP-TLS packets, between the supplicant and authentication server 
in support of mutual authentication and privacy.

For information about configuring IEEE 802.1X settings, see "IEEE 802.1X" 
on page 334.

MAC-Based 802.1X Authentication
MAC-based authentication allows multiple supplicants connected to the 
same port to each authenticate individually. The switch uses the device’s 
MAC address to restrict access to the port to only the devices that have 
authenticated. For example, a system attached to the port might be required 
to authenticate in order to gain access to the network, while a VoIP phone 
might not need to authenticate in order to send voice traffic through the port.

For information about configuring MAC-based 802.1X authentication, see 
"IEEE 802.1X" on page 334.

802.1X Monitor Mode
Monitor mode can be enabled in conjunction with 802.1X authentication to 
allow network access even when the user fails to authenticate. The switch logs 
the results of the authentication process for diagnostic purposes. The main 
purpose of this mode is to help troubleshoot the configuration of a 802.1X 
authentication on the switch without affecting the network access to the 
users of the switch.

For information about enabling the 802.1X Monitor mode, see "IEEE 802.1X" 
on page 334.

Port Security
The port security feature limits access on a port to users with specific MAC 
addresses. These addresses are manually defined or learned on that port. 
When a frame is seen on a locked port, and the frame source MAC address is 
not tied to that port, the protection mechanism is invoked.

For information about configuring port security, see "Port and System 
Security" on page 681.
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Access Control Lists (ACLs)
Access Control Lists (ACLs) can help to ensure network availability for 
legitimate users while blocking attempts to access the network by 
unauthorized users or to restrict legitimate users from accessing the network. 
ACLs may be used to provide traffic flow control, restrict contents of routing 
updates, decide which types of traffic are forwarded or blocked, and above all, 
provide some level of security for the network. The switch supports the 
following ACL types:

• IPv4 ACLs

• IPv6 ACLs

• MAC ACLs

For all ACL types, the ACL rule can be configured to filter traffic when a 
packet enters or exits the Ethernet port, LAG, or VLAN interface. ACLs work 
only on switched ports. They do not operate on the out-of-band port.

ACLs can be used to implement policy-based routing (PBR) to implement 
packet routing according to specific organizational policies.

For information about configuring ACLs and PBR, see "Access Control Lists" 
on page 689.

Time-Based ACLs
With the Time-based ACL feature, the administrator can define when an 
ACL is in effect and the amount of time it is in effect. 

For information about configuring time-based ACLs, see "Access Control 
Lists" on page 689.

IP Source Guard (IPSG)
IP source guard (IPSG) is a security feature that filters IP packets based on 
the source ID. The source ID may either be source IP address or a source IP 
address source MAC address pair as found in the local DHCP snooping 
database. IPSG depends on DHCP Snooping to associate IP address with 
MAC addresses.

For information about configuring IPSG, see "Snooping and Inspecting 
Traffic" on page 1015.
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DHCP Snooping
DHCP Snooping is a security feature that monitors DHCP messages between 
a DHCP client and DHCP server. It filters harmful DHCP messages and 
builds a bindings database of (MAC address, IP address, VLAN ID, port) 
tuples that are specified as authorized. DHCP snooping can be enabled 
globally and on specific VLANs. Ports within the VLAN can be configured to 
be trusted or untrusted. DHCP servers must be reached through trusted ports.

For information about configuring DHCP Snooping, see "Snooping and 
Inspecting Traffic" on page 1015.

Dynamic ARP Inspection
Dynamic ARP Inspection (DAI) is a security feature that rejects invalid and 
malicious ARP packets. The feature prevents a class of man-in-the-middle 
attacks, where an unfriendly station intercepts traffic for other stations by 
poisoning the ARP caches of its unsuspecting neighbors. The malicious 
station sends ARP requests or responses mapping another station's IP address 
to its own MAC address. 

Dynamic ARP Inspection relies on DHCP Snooping.

For information about configuring DAI, see "Snooping and Inspecting Traffic" 
on page 1015.

Protected Ports (Private VLAN Edge)
Private VLAN Edge (PVE) ports are a layer-2 security feature that provides 
port-based security between ports that are members of the same VLAN. It is 
an extension of the common VLAN. Traffic from protected ports is sent only 
to the uplink ports and cannot be sent to other ports within the VLAN.

For information about configuring IPSG, see "Port-Based Traffic Control" on 
page 921.
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Green Technology Features
For information about configuring Green Technology features, see "Port 
Characteristics" on page 649.

Energy Detect Mode
When the Energy Detect mode is enabled and the port link is down, the PHY 
automatically goes down for short period of time and then wakes up 
periodically to check link pulses. This mode reduces power consumption on 
the port when no link partner is present. Energy Detect is proprietary and 
operates independently from EEE.

Energy Efficient Ethernet
Dell EMC Networking switches support IEEE 802.3az Energy Efficient 
Ethernet (EEE) Lower Power Idle Mode on front panel copper ports, which 
enables both the send and receive sides of the link to disable some 
functionality for power savings when the link is lightly loaded. EEE is 
standardized by the IEEE and operates independently of Energy Detect. EEE 
requires auto-negotiation to be enabled. Setting a port to a forced speed 
disables EEE.

EEE and Energy Detect are supported on the Dell EMC Networking N2000, 
N2100-ON, N3000, and N3100-ON Series 1G copper ports. EEE and energy 
detect are supported on the Dell EMC Networking N4000 Series 10G copper 
ports. EEE is supported on Gigabit Ethernet ports 1-8 on the N1108 Series 
switches, on Gigabit Ethernet ports 5-20 on the N1124 Series switches, and 
Gigabit Ethernet ports 9-24 and 29-44 on the N1148 Series switches. EEE is 
supported on Gigabit Ethernet ports 1-17 on the N1524 and Gigabit Ethernet 
ports 9-41 on the N1548. Energy detect is supported on all Gigabit Ethernet 
ports on the N1100 and N1500 Series switches. 

EEE and Energy Detect are enabled by default on the N-Series copper ports. 
Energy Detect is enabled by default on the Dell EMC Networking N4000 
Series switches 10G copper ports and cannot be disabled. Energy detect is 
enabled by default on the other Dell EMC Networking N-Series switches. 
Neither energy-detect nor EEE are supported on out-of-band, 2.5G or 5G 
NBASE-T ports.
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Power Utilization Reporting
The switch displays the current power consumption of the power supply (or 
power supplies). This information is available from the management 
interface. 

Power over Ethernet (PoE) Plus Features

For information about configuring PoE Plus features, see "Managing General 
System Settings" on page 445.

Key PoE Plus Features for the Dell EMC Networking N1108P-ON, 
N1124P-ON, N1148P-ON, N2024P, N2048P, N2128PX-ON, N3024P, N3048P, 
N3024EP-ON, N3048EP-ON, and N3132PX-ON Switches
Table 2-1 describes some of the key PoE Plus features.

NOTE: The Dell EMC Networking N1108P-ON/N1124P-ON/N1148P-ON, 
N1524P/N1548P, N2024P/N2048P/N2128PX-ON and N3024P/N3048P/N3024EP-
ON/N3048EP-ON/N3132PX-ON switches support PoE Plus. The 
N2128PX-ON/N3024P/N3048P/N3024EP-ON/N3048EP-ON/N3132PX-ON switches 
support PoE 60W on selected ports. The PoE feature does not apply to the other 
models in the Dell EMC Networking N1100-ON, N1500, N2000, N2100-ON, 
N3000,N3000E-ON, N3100-ON, and N4000 Series.

Table 2-1. PoE Plus Key Features 

Feature Description

Global Usage 
Threshold

Provides the ability to specify a power limit as a percentage 
of the maximum power available to PoE ports. Setting a 
limit prevents the PoE switch from reaching an overload 
condition.

Per-Port Power 
Prioritization

Provides the ability to assign a priority to each PoE port. 
When the power budget of the PoE switch has been 
exhausted, the higher-priority ports are given preference 
over the lower-priority ports. Lower priority ports are 
automatically stopped from supplying power in order to 
provide power to higher-priority ports. 

Per-Port Power Limit Configurable power limit for each PoE-Plus port.
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Power Over Ethernet (PoE) Plus Configuration
The Dell EMC Networking N1108P-ON/N1124P-ON/N1148P-ON, 
N1524P/N1548P, N2024P/N2048P, N2128PX-ON, N3024P/N3048P/N3024EP-
ON/N3048EP-ON, and N3132PX-ON switches support PoE Plus 
configuration for power threshold, power priority, SNMP traps, and PoE 
legacy device support. Power can be limited on a per-port basis.

PoE Plus Support
The Dell EMC Networking N1108P-ON/N1124P-ON/N1148P-ON, 
N1524P/N1548P, N2024P/N2048P, N2128PX-ON, N3024P/N3048P/N3024EP-
ON/N3048EP-ON, and N3132PX-ON switches implement the PoE Plus 
specification (IEEE 802.1at), in addition to the IEEE 802.3AF specification. 
This allows power to be supplied to Class 4 PD devices that require power 
greater than 15.4 Watts. Each port is capable of delivering up to 34.2W of 
power. Real-time power supply status is also available on the switch as part of 
the PoE Plus implementation. 

Power Management 
Modes

Supports three power-management modes:

• Static—Reserves a configurable amount of power for a PoE 
port.

• Dynamic—Power is not reserved for the port at any point 
of time. Power is supplied based upon the detected 
powered device (PD) signature.

• Class-based—Reserves a classed-based amount of power 
for a PoE port. The final power delivered is determined via 
LLDP-MED negotiation, which allows for refinement of 
the power limit.

Power Detection Mode Sets the mode to 802.3at or 802.3at+legacy detection.

Table 2-1. PoE Plus Key Features (Continued)

Feature Description
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PoE 60W Support
The Dell EMC Networking N3024P/N3048P/N3024EP-ON/N3048EP-ON 
switches implement 4-pair PoE 60W on the first 12 1G ports. The N3132PX-
ON switches implement PoE 60W on the copper 1G and 5G ports. The 
N2128PX-ON switches implement PoE 60W on the 2.5G ports. The N1108P-
ON, N1124P-ON, 1148P-ON, N1524P, N1548P, N2024P, and N2048P switches 
do not support PoE 60W. 

PoE 60W allows power to be supplied to Class 5 powered devices that require 
power up to 60 watts. PoE 60W power must be configured manually. Class-
based and dynamic power allocation is not supported for PoE 60W.

Class D or better cabling is required for feeds in excess of 34.2 watts. 
Normally, CAT 5E cabling does meet this requirement.

PoE-capable switches that are connected to another PSE supplying power will 
stop supplying power on the affected ports. PSE capability should be disabled 
when connecting Dell EMC PoE enabled ports to other PSE equipment.

Powered Device Detection
The switch is capable, based upon configuration, of detecting legacy, AF, or 
AT devices in two-pair or four-pair modes. AT detection is initiated first, 
followed by AF detection, and if configured, legacy detection. The switch 
always supplies full power to the port during power up and prior to 
performing detection.

PoE Power Management Modes
PoE-capable switches can be configured to manage powered devices (PD) 
using a dynamic, static, or class-based management. The power management 
mode is configured using the power inline management command.

Static Power Management

In this mode, the power reserved for the port is the configured limit regardless 
of whether the port is powered or not. The device may draw up to the 
configured limit. This mode is useful for devices that do not support 
LLDP-MED. 

Available Power = Power Limit of the Sources – Total Configured Power 
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The total configured power is calculated as the sum of the configured power 
allocation for each port. Static mode reserves maximum power for the port, 
for example, 32W for two-pair mode and 60W for four-pair mode, unless a 
lower limit is configured by the administrator. Power is not reserved until a 
PD is connected to the port. The powered device may draw up to the 
configured limit. LLDP-MED packets requesting power are ignored in static 
mode. Do not configure the powered device to use LLDP-MED to request 
power in this mode.

Dynamic Power Management

In this mode, power is allocated based upon the detected PD class signature. 

Available Power = Power Limit of the Sources – Total Allocated Power 

The total allocated power is calculated as the sum of the power consumed by 
each port. Dynamic mode does not reserve power for the port (the port power 
limit is 0). Dynamic power management ignores LLDP-MED packets sent by 
the powered device. Do not configure the powered device to send LLDPMED 
packets in this mode. The powered device may draw up to the detected class 
plus 5%.

Class-Based Power Management

Class-based power management allocates power based on the class selected by 
the detected powered device signature and LLDP-MED. The detection 
method must be configured as dot3at+legacy for AF signature devices to be 
detected. 

Available Power = Power Limit of the Sources – Total Class Configured Power

The total class configured power is calculated as the sum of the class-based 
power allocation for each port. Note that class-based power management 
mode allocates the class limit for the port. The powered device may draw up 
to the class maximum based upon the detected powered device signature. 
The powered device need not draw all of the requested power. The 
Consumed Power display from the show power inline command shows the 
actual reported power draw and does not take into account the class reserved 
power. Configure the powered device to send LLDP-MED packets in this 
mode. It may take up to 60 seconds to fully power up a device in class-based 
management mode because LLDP-MED packets need to be exchanged in 
order to configure the desired power.
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Power is supplied to the device in class mode per the following table:

In four-pair mode, twice the power listed in the table above is delivered. For 
information about the available system power, see the Hardware Overview 
chapter. 

Power Management in Guard Band
The Dell EMC Networking N1100P-ON, N1500P, N2000P, N2100-ON, 
N3000P, and N3100-ON Series switches support a dynamic guard band, which 
means that the guard band used varies depending upon the following factors:

• Power management mode

• Class of the device being powered up.

Prior to a device being powered up, the switch calculates the following:

threshold power – guard band – (current power consumption + computed 
power draw of the new device)

If this value is less than zero (which means powering up the new PD device 
will put the total power draw into the guard band or above the switch power 
capacity), then the switch does not power up the new device. A device being 
powered up in class or dynamic mode is always supplied with the maximum 
power (32 or 64 watts) at startup. Once the device class or power draw is 
determined, power to the device may be reduced.

The power management mode is configured using the power inline 
management command. The guard band is calculated by the switch as shown 
below. The user- defined threshold power limit can be found with the show 
power inline detailed command, and is configured with the power inline 
usage-threshold command. Threshold Power is reduced by the guard band 
when powering up a port.

Class Usage AF Device (Watts) AT Device (Watts)

0 Default 16.4 33

1 Optional 5 33

2 Optional 8 33

3 Optional 16.4 33

4 Optional 16.4 33
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If the remaining available power (threshold power - guard band - current 
power consumption) is less than the computed power draw of the new device, 
the device is not powered up. By default, the guard band is 32 watts.

Regardless of the power management mode, if the device being powered up is 
a Class 1, 2, or 3 AF device, then the guard band is configured according to 
the device class.

Dynamic or Static Power Management Mode Guard Band

In these modes, the guard band for the port being powered up is 32 watts.

Class-Based Power Management Mode Guard Band

In this mode, the dynamic guard band for the port being powered up is:

• For Class 0 AF device: 16.4 watts

• For Class 1 AF device: 5 watts

• For Class 2 AF device: 8 watts

• For Class 3 AF device: 16.4 watts

• For Class 4 AF device: 16.4 watts

• If the PD is an AT device, the guard band is 32 watts regardless of the 
detected class.

PoE Plus Default Settings
The following table shows the default PoE Plus settings for the Dell EMC 
Networking N1108P-ON/N1124P-ON/ N1148P-ON, N1524P/N1548P, 
N2024P/N2048P, N2128PX-ON, N3024P/N3048P, and N3132PX-ON switches.

Table 2-2. PoE Plus Key Features (Dell EMC Networking N1108P-ON/N1124P-ON/ 
N1148P-ON, N1524P/N1548P, N2024P/N2048P, N2128PX-ON, N3024P/N3048P/N3048EP-
ON, and N3132PX-ON Only)

Feature Description

Global Usage Threshold 90%

Per-Port Admin Status Auto

Per-Port Power Prioritization Enabled (globally, per-port priority is Low

Per-Port Power Limit None
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Power Management Mode Dynamic

Power Detection Mode 802.3at plus legacy

Power Pairs alternative-a

Table 2-2. PoE Plus Key Features (Dell EMC Networking N1108P-ON/N1124P-ON/ 
N1148P-ON, N1524P/N1548P, N2024P/N2048P, N2128PX-ON, N3024P/N3048P/N3048EP-
ON, and N3132PX-ON Only)

Feature Description
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Switching Features

Flow Control Support (IEEE 802.3x)
Flow control enables lower speed switches to communicate with higher speed 
switches by requesting that the higher speed switch refrain from sending 
packets for a limited period of time. Transmissions are temporarily halted to 
prevent buffer overflows.

For information about configuring flow control, see "Port-Based Traffic 
Control" on page 921.

Head of Line Blocking Prevention
Head of Line (HOL) blocking prevention prevents traffic delays and frame 
loss caused by traffic competing for the same egress port resources. HOL 
blocking queues packets, and the packets at the head of the queue are 
forwarded before packets at the end of the queue.

Alternate Store and Forward (ASF)

The Alternate Store and Forward (ASF) feature reduces latency for large 
packets. When ASF is enabled, the memory management unit (MMU) can 
forward a packet to the egress port before it has been entirely received on the 
Cell Buffer Pool (CBP) memory. 

AFS, which is also known as cut-through mode, is configurable through the 
command-line interface. For information about how to configure the AFS 
feature, see the CLI Reference Guide available at www.dell.com/support.

Jumbo Frames Support
Jumbo frames enable transporting data in fewer frames to ensure less 
overhead, lower processing time, and fewer interrupts.

For information about configuring the switch MTU, see "Port Characteristics" 
on page 649.

NOTE: This feature is available on the Dell EMC Networking N4000 Series 
switches only.

http://www.dell.com/support
http://dell.com/support
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Auto-MDI/MDIX Support
The switch supports auto-detection between crossed and straight-through 
cables. Media-Dependent Interface (MDI) is the standard wiring for end 
stations, and the standard wiring for hubs and switches is known as Media-
Dependent Interface with Crossover (MDIX). Auto-negotiation must be 
enabled for the switch to detect the wiring configuration. NBASE-T ports 
(2.5G and 5G) do not support auto-detection. Use the correct crossover or 
straight-through cable on 2.5/5G NBASE-T interfaces.

VLAN-Aware MAC-based Switching
Packets arriving from an unknown source address are sent to the CPU and 
added to the Hardware Table. Future packets addressed to or from this 
address are more efficiently forwarded.

Back Pressure Support
On half-duplex links, a receiver may prevent buffer overflows by jamming the 
link so that it is unavailable for additional traffic. On full-duplex links, a 
receiver may send a PAUSE frame indicating that the transmitter should 
cease transmission of frames for a specified period.

When flow control is enabled, the Dell EMC Networking N-Series switches 
will observe received PAUSE frames or jamming signals, but will not issue 
them when congested.

NOTE: Dell EMC Networking N2000/N2100-ON/N3000/N3100-ON/N4000 Series 
switches do not support half-duplex operation.
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Auto-negotiation
Auto-negotiation allows the switch to advertise modes of operation. The 
auto-negotiation function provides the means to exchange information 
between two switches that share a point-to-point link segment and to 
automatically configure both switches to take maximum advantage of their 
transmission capabilities.

Dell EMC Networking N-Series switches enhance auto-negotiation by 
providing configuration of port advertisement. Port advertisement allows the 
system administrator to configure the port speeds that are advertised.

For information about configuring auto-negotiation, see "Port 
Characteristics" on page 649.

Storm Control
When layer-2 frames are processed, broadcast, unknown unicast, and 
multicast frames are flooded to all ports on the relevant virtual local area 
network (VLAN). The flooding occupies bandwidth and loads all nodes 
connected on all ports. Storm control limits the amount of broadcast, 
unknown unicast, and multicast frames accepted and forwarded by the 
switch.

For information about configuring Broadcast Storm Control settings, see 
"Port-Based Traffic Control" on page 921.

Port Mirroring
Port mirroring mirrors network traffic by forwarding copies of incoming and 
outgoing packets from multiple source ports to a monitoring port. Source 
ports may be VLANs, Ethernet interfaces, port-channels, or the CPU port. 
The switch also supports flow-based mirroring, which allows copying certain 
types of traffic to a single destination port using an ACL. This provides 
flexibility—instead of mirroring all ingress or egress traffic on a port the 
switch can mirror a subset of that traffic. The switch can be configured to 
mirror flows based on certain kinds of layer-2, layer-3, and layer-4 information.

Destination (probe) ports must be connected to a passive monitoring device. 
Traffic sent from the probe into the switch probe port is dropped. Mirrored 
traffic sent to the probe device will contain control plane traffic such as 
spanning-tree, LLDP, DHCP, etc. 
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Dell EMC Networking N-Series switches support RSPAN destinations where 
traffic can be tunneled across the operational network. Mirrored traffic is 
flooded in the RSPAN VLAN from the source(s) to the destination(s) across 
any intermediate switches. This allows the administrator flexibility in 
connecting destination (probe) ports to the RSPAN. RSPAN does not support 
configuration of the CPU port as a source.

For information about configuring port mirroring, see "Monitoring Switch 
Traffic" on page 577.

Static and Dynamic MAC Address Tables
Static entries can be added to the switch’s MAC address table and the aging 
time can be configured for entries in the dynamic MAC address table. Entries 
can also be searched in the dynamic table based on several different criteria.

For information about viewing and managing the MAC address table, see 
"MAC Addressing and Forwarding" on page 1155.

Link Layer Discovery Protocol (LLDP)
The IEEE 802.1AB defined standard, Link Layer Discovery Protocol (LLDP), 
allows the switch to advertise major capabilities and physical descriptions. 
This information can be used to help identify system topology and detect bad 
configurations on the LAN.

For information about configuring LLDP, settings see "Discovering Network 
Devices" on page 897.

Link Layer Discovery Protocol (LLDP) for Media Endpoint Devices
The Link Layer Discovery Protocol for Media Endpoint Devices (LLDP-
MED) provides an extension to the LLDP standard for network configuration 
and policy, device location, and Power over Ethernet.

For information about configuring LLDP-MED, settings see "Discovering 
Network Devices" on page 897.
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Connectivity Fault Management (IEEE 802.1ag)

The Connectivity Fault Management (CFM) feature, also known as Dot1ag, 
supports Service Level Operations, Administration, and Management 
(OAM). CFM is the OAM Protocol provision for end-to-end service layer 
instance in carrier networks. The CFM feature provides mechanisms to help 
perform connectivity checks, fault detection, fault verification and isolation, 
and fault notification per service in a network domain. 

For information about configuring IEEE 802.1ag settings, see "Connectivity 
Fault Management" on page 995.

Priority-based Flow Control (PFC)

The Priority-based Flow Control feature allows the switch to pause or inhibit 
transmission of individual priorities within a single Ethernet link. By 
configuring PFC to pause a congested priority (priorities) independently, 
protocols that are highly loss sensitive can share the same link with traffic that 
has different loss tolerances. Priorities are differentiated by the priority field 
of the 802.1Q VLAN header. The Dell EMC Networking N4000 Series 
switches support lossless transport of frames on up to two priority classes.

For information about configuring the PFC feature, see "Data Center 
Bridging Features" on page 1123.

NOTE: This feature is available on the Dell EMC Networking N4000 Series 
switches only.

NOTE: This feature is available on the Dell EMC Networking N4000 Series 
switches only.

NOTE: An interface that is configured for PFC is automatically disabled for 802.3x 
flow control.
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Data Center Bridging Exchange (DBCx) Protocol

The Data Center Bridging Exchange Protocol (DCBx) is used by DCB 
devices to exchange configuration information with directly connected peers. 
The protocol is also used to detect misconfiguration of the peer DCB devices 
and, optionally, for configuration of peer DCB devices. For information about 
configuring DCBx settings, see "Data Center Bridging Features" on 
page 1123. DCBx is a link-local protocol and operates only on individual links.

Enhanced Transmission Selection

Enhanced Transmission Selection (ETS) allows the switch to allocate 
bandwidth to traffic classes and share unused bandwidth with lower-priority 
traffic classes while coexisting with strict-priority traffic classes. ETS is 
supported on the Dell EMC Networking N4000 Series switches and can be 
configured manually or automatically using the auto configuration feature. 
For more information about ETS, see "Enhanced Transmission Selection" on 
page 1139.

Cisco Protocol Filtering
The Cisco Protocol Filtering feature (also known as Link Local Protocol 
Filtering) filters Cisco protocols that should not normally be relayed by a 
bridge. The group addresses of these Cisco protocols do not fall within the 
IEEE defined range of the 802.1D MAC Bridge Filtered MAC Group 
Addresses (01-80-C2-00-00-00 to 01-80-C2-00-00-0F).

For information about configuring LLPF, settings see "Port-Based Traffic 
Control" on page 921.

NOTE: This feature is available on the Dell EMC Networking N4000 Series 
switches only.

NOTE: This feature is available on the Dell EMC Networking N4000 Series 
switches only.
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DHCP Layer-2 Relay
This feature permits layer-3 relay agent functionality in layer-2 switched 
networks. The switch supports layer-2 DHCP relay configuration on 
individual ports, link aggregation groups (LAGs) and VLANs. 

For information about configuring layer-2 DHCP relay settings see "Layer-2 
and Layer-3 Relay Features" on page 1229.
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Virtual Local Area Network Supported Features
For information about configuring VLAN features see "VLANs" on page 763.

VLAN Support
VLANs are collections of switching ports that comprise a single broadcast 
domain. Packets are classified as belonging to a VLAN based on either the 
VLAN tag or a combination of the ingress port and packet contents. Packets 
sharing common attributes can be groups in the same VLAN. The Dell EMC 
Networking N-Series switches are in full compliance with IEEE 802.1Q 
VLAN tagging. 

Port-Based VLANs
Port-based VLANs classify incoming packets to VLANs based on their ingress 
port. When a port uses 802.1X port authentication, packets can be assigned 
to a VLAN based on the result of the 802.1X authentication a client uses 
when it accesses the switch. This feature is useful for assigning traffic to 
Guest VLANs or Voice VLANs.

IP Subnet-based VLAN
This feature allows incoming untagged packets to be assigned to a VLAN and 
traffic class based on the source IP address of the packet.

MAC-based VLAN
This feature allows incoming untagged packets to be assigned to a VLAN and 
traffic class based on the source MAC address of the packet.

IEEE 802.1v Protocol-Based VLANs
VLAN classification rules are defined on data-link layer (layer-2) protocol 
identification. Protocol-based VLANs are used for isolating layer-2 traffic.
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Voice VLAN
The Voice VLAN feature enables switch ports to carry voice traffic with a 
configured QoS and to optionally authenticate phones on the network. This 
allows preferential treatment of voice traffic over data traffic transiting the 
switch. Voice VLAN is the preferred solution for enterprises wishing to deploy 
VoIP services in their network.

GARP and GVRP Support
The switch supports the Generic Attribute Registration Protocol (GARP). 
GARP VLAN Registration Protocol (GVRP) relies on the services provided by 
GARP to provide IEEE 802.1Q-compliant VLAN pruning and dynamic 
VLAN creation on 802.1Q trunk ports. When GVRP is enabled, the switch 
registers and propagates VLAN membership on all ports that are part of the 
active spanning tree protocol topology.

For information about configuring GARP timers see "Layer-2 Multicast 
Features" on page 939.

Guest VLAN
The Guest VLAN feature allows the administrator to provide service to 
unauthenticated users, i.e., users that are unable to support 802.1X 
authentication.

For information about configuring the Guest VLAN see "Guest VLAN" on 
page 341.

Unauthorized VLAN
The Unauthorized VLAN feature allows the administrator to configure a 
VLAN for 802.1X-aware hosts that attempt authentication and fail.

Double VLANs

NOTE: DVLAN is not available on the N3000 running the AGREGATION ROUTER 
image.
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The Double VLAN feature (IEEE 802.1QinQ) allows the use of a second tag 
on network traffic. The additional tag helps differentiate between customers 
in the Metropolitan Area Networks (MAN) while preserving individual 
customer’s VLAN identification when they enter their own 802.1Q domain.
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Spanning Tree Protocol Features
For information about configuring Spanning Tree Protocol features, see 
"Spanning Tree Protocol" on page 845.

Spanning Tree Protocol (STP)
Spanning Tree Protocol (IEEE 802.1D) is a standard requirement of layer-2 
switches that allows bridges to automatically prevent and resolve layer-2 
forwarding loops.

Spanning Tree Port Settings
The STP feature supports a variety of per-port settings including path cost, 
priority settings, Port Fast mode, STP Root Guard, Loop Guard, TCN Guard, 
and Auto Edge. These settings are also configurable per-LAG.

Rapid Spanning Tree
Rapid Spanning Tree Protocol (RSTP) detects and uses network topologies to 
enable faster spanning tree convergence after a topology change, without 
creating forwarding loops. The port settings supported by STP are also 
supported by RSTP.

Multiple Spanning Tree
Multiple Spanning Tree (MSTP) operation maps VLANs to spanning tree 
instances. Packets assigned to various VLANs are transmitted along different 
paths within MSTP Regions (MST Regions). Regions are one or more 
interconnected MSTP bridges with identical MSTP settings. The MSTP 
standard lets administrators assign VLAN traffic to unique paths.

The switch supports IEEE 802.1Q-2005, which corrects problems associated 
with the previous version, provides for faster transition-to-forwarding, and 
incorporates new features for a port (restricted role and restricted TCN).
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Bridge Protocol Data Unit (BPDU) Guard
Spanning Tree BPDU Guard is used to disable the port in case a new device 
tries to enter the already existing topology of STP. Thus devices, which were 
originally not a part of STP, are not allowed to influence the STP topology.

BPDU Filtering
When spanning tree is disabled on a port, the BPDU Filtering feature allows 
BPDU packets received on that port to be dropped. Additionally, the BPDU 
Filtering feature prevents a port in Port Fast mode from sending and receiving 
BPDUs. A port in Port Fast mode is automatically placed in the forwarding 
state when the link is up to increase convergence time.

RSTP-PV and STP-PV
Dell EMC Networking N-Series switches support both Rapid Spanning Tree 
Per VLAN (RSTP-PV) and Spanning Tree Per VLAN (STP-PV). RSTP-PV is 
the IEEE 802.1w (RSTP) standard implemented per VLAN. A single instance 
of rapid spanning tree (RSTP) runs on each configured VLAN. Each RSTP 
instance on a VLAN has a root switch. STP-PV is the IEEE 802.1s (STP) 
standard implemented per VLAN. 
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Link Aggregation Features
For information about configuring link aggregation (port-channel) features, 
see "Link Aggregation" on page 1051.

Link Aggregation
Up to eight ports can combine to form a single Link Aggregation Group 
(LAG). This enables fault tolerance protection from physical link disruption, 
higher bandwidth connections and improved bandwidth granularity. LAGs 
are formed from similarly configured physical links; i.e., the speed, duplex, 
auto-negotiation, PFC configuration, DCBX configuration, etc., must be 
compatible on all member links.

Per IEEE 802.1AX, only links with the identical operational characteristics, 
such as speed and duplex setting, may be aggregated. Dell EMC Networking 
N-Series switches aggregate links only if they have the same operational speed 
and duplex setting, as opposed to the configured speed and duplex setting. 
This allows operators to aggregate links that use auto-negotiation to set values 
for speed and duplex or to aggregate ports with SFP+ technology operating at 
a lower speed, e.g., 1G. Dissimilar ports will not become active in the LAG if 
their operational settings do not match those of the first member of the LAG.

In practice, some ports in a LAG may auto-negotiate a different operational 
speed than other ports depending on the far-end settings and any link 
impairments. Per the above, these ports will not become active members of 
the LAG. On a reboot or on flapping the LAG links, a lower-speed port may 
be the first port selected to be aggregated into the LAG. In this case, the 
higher-speed ports are not aggregated. Use the lacp port-priority command to 
select one or more primary links to lead the formation of the aggregation 
group.

While it is a requirement of a port-channel that the link members operate at 
the same duplex and speed settings, administrators should be aware that 
copper ports have larger latencies than fiber ports. If fiber and copper ports 
are aggregated together, packets sent over the fiber ports would arrive 
significantly sooner at the destination than packets sent over the copper 
ports. This can cause significant issues in the receiving host (e.g., a TCP 
receiver) as it would be required to buffer a potentially large number of out-
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of-order frames. Devices unable to buffer the requisite number of frames will 
show excessive frame discard. Configuring copper and fiber ports together in 
an aggregation group is not recommended.

Link Aggregate Control Protocol (LACP)
Link Aggregate Control Protocol (LACP) uses peer exchanges across links to 
determine, on an ongoing basis, the aggregation capability of various links, 
and continuously provides the maximum level of aggregation capability 
achievable between a given pair of systems. LACP automatically determines, 
configures, binds, and monitors the binding of ports to aggregators within the 
system.

Multi-Switch LAG (MLAG)
Dell EMC Networking N-Series switches support the MLAG feature to 
extend the LAG bandwidth advantage across multiple Dell EMC Networking 
N-Series switches connected to a LAG partner device. The LAG partner 
device is unaware that it is connected to two peer Dell EMC Networking 
N-Series switches; instead, the two switches appear as a single switch to the 
partner. When using MLAG, all links can carry data traffic across a physically 
diverse topology and, in the case of a link or switch failure, traffic can 
continue to flow with minimal disruption.
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Routing Features

Address Resolution Protocol (ARP) Table Management
Static ARP entries can be created, and many settings for the dynamic ARP 
table can be managed, such as age time for entries, retries, and cache size. 
The ARP table supports routing by caching MAC addresses corresponding to 
the IP addresses of attached stations.

For information about managing the ARP table, see "IP Routing" on 
page 1187.

VLAN Routing
Dell EMC Networking N-Series switches support VLAN routing. A VLAN-
routed packet is routed based on a longest prefix match lookup of the 
destination IP address in the routing table and is forwarded on a different 
VLAN by rewriting the destination MAC address obtained from the ARP 
table, decrementing the TTL, recalculating the frame CRC, and transmitting 
the frame on the VLAN.

For information about configuring VLAN routing interfaces, see "Routing 
Interfaces" on page 1213.

IP Configuration
The switch IP configuration settings allow the configuration of network 
information for VLAN routing interfaces, such as the IP address and subnet 
mask. Global IP configuration settings for the switch allow enabling or 
disabling the generation of several types of ICMP messages, setting a default 
gateway, and enabling or disabling inter-VLAN routing of packets.

For information about managing global IP settings, see "IP Routing" on 
page 1187.

NOTE: The N1100-ON Series switches do not support routing.
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Open Shortest Path First (OSPF)

Open Shortest Path First (OSPF) is a dynamic routing protocol commonly 
used within medium-to-large enterprise networks. OSPF is an interior 
gateway protocol (IGP) that operates within a single autonomous system.

For information about configuring OSPF, see "OSPF and OSPFv3" on page 1257.

Border Gateway Protocol (BGP)

BGP is a protocol used for exchanging reachability information between 
autonomous systems. BGP uses a standardized decision process, which, when 
used in conjunction with network policies configured by the administrator, 
support a robust set of capabilities for managing the distribution of routing 
information.

Dell EMC Networking supports BGP4 configured as an IGP or an EGP. As an 
IGP, configuration as a source or client route reflector is supported. Both IPv6 
and IPv4 peering sessions are supported.

For more information about configuring BGP, see "BGP" on page 1397.

Virtual Routing and Forwarding (VRF)

VRF allows multiple independent instances of the forwarding plane to exist 
simultaneously. This allows segmenting the network without incurring the 
costs of multiple routers. Each VRF instance operates as an independent 
VPN. The IP addresses assigned to each VPN may overlap. Static route 
leaking to and from the global instance is supported. VLANs associated with a 
VRF may not overlap with other VRF instances.

For more information about configuring VRFs, see "VRF" on page 1349.

NOTE: This feature is not available on Dell EMC Networking N1100-ON or N1500 
Series switches.

NOTE: This feature is not available on Dell EMC Networking N1100-ON, N1500, 
N2000, and N2100-ON Series switches. 

NOTE: This feature is not available on Dell EMC Networking N1100-ON, N1500, 
N2000, and N2100-ON switches.
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BOOTP/DHCP Relay Agent
The switch BootP/DHCP Relay Agent feature relays BootP and DHCP 
messages between DHCP clients and DHCP servers that are located in 
different IP subnets. 

For information about configuring the BootP/DHCP Relay agent, see "Layer-
2 and Layer-3 Relay Features" on page 1229.

IP Helper and DHCP Relay
The IP Helper and DHCP Relay features provide the ability to relay various 
protocols to servers on a different subnet.

For information about configuring the IP helper and DHCP relay features, see 
"Layer-2 and Layer-3 Relay Features" on page 1229.

Routing Information Protocol
Routing Information Protocol (RIP), like OSPF, is an IGP used within an 
autonomous Internet system. RIP is an IGP that is designed to work with 
moderate-size networks.

For information about configuring RIP, see "RIP" on page 1355.

Router Discovery
For each interface, the Router Discovery Protocol (RDP) can be configured to 
transmit router advertisements. These advertisements inform hosts on the 
local network about the presence of the router.

For information about configuring router discovery, see "IP Routing" on 
page 1187.

Routing Table
The routing table displays information about the routes that have been 
dynamically learned. Static and default routes and route preferences can be 
configured. A separate table shows the routes that have been manually 
configured.

For information about viewing the routing table, see "IP Routing" on 
page 1187.
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Virtual Router Redundancy Protocol (VRRP)
VRRP provides hosts with redundant routers in the network topology without 
any need for the hosts to reconfigure or know that there are multiple routers. 
If the primary (master) router fails, a secondary router assumes control and 
continues to use the virtual router IP (VRIP) address.

VRRP Route Interface Tracking extends the capability of VRRP to allow 
tracking of specific route/interface IP states within the router that can alter 
the priority level of a virtual router for a VRRP group.

For information about configuring VRRP settings, see "VRRP" on page 1371.

Tunnel and Loopback Interfaces

Dell EMC Networking N-Series switches support the creation, deletion, and 
management of tunnel and loopback interfaces. Tunnel interfaces facilitate 
the transition of IPv4 networks to IPv6 networks. A loopback interface is 
always expected to be up, so a stable IP address can be configured to enable 
other network devices to contact or identify the switch.

For information about configuring tunnel and loopback interfaces, see 
"Routing Interfaces" on page 1213.

NOTE: This feature is not available on Dell EMC Networking N1100-ON or N1500 
Series switches.
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IPv6 Routing Features

IPv6 Configuration
The switch supports IPv6, the next generation of the Internet Protocol. IPv6 
can be globally enabled on the switch and settings such as the IPv6 hop limit 
and ICMPv6 rate limit error interval can be configured. The administrator 
can also control whether IPv6 is enabled on a specific interface. The switch 
supports the configuration of many per-interface IPv6 settings including the 
IPv6 prefix and prefix length.

For information about configuring general IPv6 routing settings, see "IPv6 
Routing" on page 1473.

IPv6 Routes
Because IPv4 and IPv6 can coexist on a network, the router on such a network 
needs to forward both traffic types. Given this coexistence, each switch 
maintains a separate routing table for IPv6 routes. The switch can forward 
IPv4 and IPv6 traffic over the same set of interfaces. 

For information about configuring IPv6 routes, see "IPv6 Routing" on 
page 1473.

OSPFv3
OSPFv3 provides a routing protocol for IPv6 networking. OSPFv3 is a new 
routing component based on the OSPF version 2 component. In dual-stack 
IPv6, both OSPF and OSPFv3 components can be configured and used.

For information about configuring OSPFv3, see "OSPF and OSPFv3" on 
page 1257.

DHCPv6
DHCPv6 incorporates the notion of the “stateless” server, where DHCPv6 is 
not used for IP address assignment to a client, rather it only provides other 
networking information such as DNS, Network Time Protocol (NTP), and/or 
Session Initiation Protocol (SIP) information.

NOTE: This feature is not available on Dell EMC Networking N1100-ON, N1500, 
N2000, and N2100-ON Series switches.
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For information about configuring DHCPv6 settings, see "DHCPv6 Server 
Settings" on page 1501.

Quality of Service (QoS) Features

Differentiated Services (DiffServ)
The QoS Differentiated Services (DiffServ) feature allows traffic to be 
classified into streams and given certain QoS treatment in accordance with 
defined per-hop behaviors. Dell EMC Networking N-Series switches support 
both IPv4 and IPv6 packet classification.

For information about configuring DiffServ, see "Differentiated Services" on 
page 1521.

Class Of Service (CoS)
The Class Of Service (CoS) queueing feature enables directly configuring 
certain aspects of switch queuing. This provides the desired QoS behavior for 
different types of network traffic when the complexities of DiffServ are not 
required. CoS queue characteristics, such as minimum guaranteed 
bandwidth and transmission rate shaping, are configurable at the queue (or 
port) level.

For information about configuring CoS, see "Class-of-Service" on page 1559.

Auto Voice over IP (VoIP)
This feature provides ease of use for the user in setting up VoIP for IP phones 
on a switch. This is accomplished by enabling a VoIP profile that a user can 
select on a per port basis.

For information about configuring Auto VoIP, see "Auto VoIP" on page 1587.

This capability is not available on the N3000 Series switches when running 
the AGGRAGATION ROUTER image.

NOTE: Some features that can affect QoS, such as ACLs and Voice VLAN, are 
described in other sections within this chapter.
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Internet Small Computer System Interface (iSCSI) Optimization
The iSCSI Optimization feature helps network administrators track iSCSI 
traffic between iSCSI initiator and target systems. This is accomplished by 
monitoring, or snooping traffic to detect packets used by iSCSI stations in 
establishing iSCSI sessions and connections. Data from these exchanges may 
optionally be used to create classification rules to assign the traffic between 
the stations to a configured traffic class. This affects how the packets in the 
flow are queued and scheduled for egress on the destination port.

For information about configuring iSCSI settings, see "iSCSI Optimization" 
on page 635.

Layer-2 Multicast Features
For information about configuring layer-2 multicast features, see "Layer-2 
Multicast Features" on page 939.

MAC Multicast Support
Multicast service is a limited broadcast service that supports one-to-many and 
many-to-many forwarding behavior. In the layer-2 multicast service, a single 
frame addressed to a specific multicast address is received and copies of the 
frame to be transmitted on each relevant port are forwarded.

IGMP Snooping
Internet Group Management Protocol (IGMP) Snooping is a feature that 
allows a switch to forward multicast traffic intelligently on the switch. 
Multicast traffic is traffic that is destined to a host group. Host groups are 
identified by the destination MAC address, i.e. the range 01:00:5e:00:00:00 to 
01:00:5e:7f:ff:ff:ff for IPv4 multicast traffic or 33:33:xx:xx:xx:xx for IPv6 
multicast traffic. Based on the IGMP query and report messages, the switch 
forwards traffic only to the ports that request the multicast traffic. This 
prevents the switch from broadcasting the traffic to all ports and possibly 
affecting network performance.
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IGMP Snooping Querier
When Protocol Independent Multicast (PIM) and IGMP are enabled in a 
network with IP multicast routing, an IP multicast router acts as the IGMP 
querier. However, if it is desirable to keep the multicast network layer-2 
switched only, the IGMP Snooping Querier can perform the query functions 
of a layer-3 multicast router.

MLD Snooping
In IPv4, layer-2 switches can use IGMP Snooping to limit the flooding of 
multicast traffic by dynamically configuring layer-2 interfaces so that 
multicast traffic is forwarded to only those interfaces associated with IP 
multicast address. 

In IPv6, MLD snooping performs a similar function. With MLD snooping, 
IPv6 multicast data is selectively forwarded to a list of ports intended to 
receive the data (instead of being flooded to all of the ports in a VLAN). This 
list is constructed by snooping IPv6 multicast control packets.

Multicast VLAN Registration
The Multicast VLAN Registration (MVR) protocol, like IGMP Snooping, 
allows a layer-2 switch to listen to IGMP frames and forward the multicast 
traffic only to the receivers that request it. Unlike IGMP Snooping, MVR 
allows the switch to forward multicast frames across different VLANs. MVR 
uses a dedicated VLAN, which is called the multicast VLAN, to forward 
multicast traffic over the layer-2 network to the various VLANs that have 
multicast receivers as members.
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Layer-3 Multicast Features
For information about configuring layer-3 (L3) multicast features, see "IPv4 
and IPv6 Multicast" on page 1593.

Distance Vector Multicast Routing Protocol
Distance Vector Multicast Routing Protocol (DVMRP) exchanges probe 
packets with all DVMRP-enabled routers, establishing two way neighboring 
relationships and building a neighbor table. It exchanges report packets and 
creates a unicast topology table, which is used to build the multicast routing 
table. This multicast route table is then used to route the multicast packets.

Internet Group Management Protocol
The Internet Group Management Protocol (IGMP) is used by IPv4 systems 
(hosts and routers) to report their IP multicast group memberships to any 
neighboring multicast routers. Dell EMC Networking N-Series switches 
perform the “multicast router part” of the IGMP protocol, which means it 
collects the membership information needed by the active multicast router.

IGMP Proxy
The IGMP Proxy feature allows the switch to act as a proxy for hosts by 
sending IGMP host messages on behalf of the hosts that the switch 
discovered through standard IGMP router interfaces. 

Protocol Independent Multicast—Dense Mode
Protocol Independent Multicast (PIM) is a standard multicast routing 
protocol that provides scalable inter-domain multicast routing across the 
Internet, independent of the mechanisms provided by any particular unicast 
routing protocol. The Protocol Independent Multicast-Dense Mode (PIM-
DM) protocol uses an existing Unicast routing table and a Join/Prune/Graft 
mechanism to build a tree. PIM-DM creates source-based shortest-path 
distribution trees, making use of reverse path forwarding (RPF).

NOTE: This feature is not available on Dell EMC Networking N1100-ON, N1500, 
N2000, and N2100-ON Series switches.
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Protocol Independent Multicast—Sparse Mode
Protocol Independent Multicast-Sparse Mode (PIM-SM) is used to efficiently 
route multicast traffic to multicast groups that may span wide area networks, 
and where bandwidth is a constraint. PIM-SM uses shared trees by default 
and implements source-based trees for efficiency. This data threshold rate is 
used to toggle between trees.

Protocol Independent Multicast—Source Specific Multicast
Protocol Independent Multicast—Source Specific Multicast (PIM-SSM) is a 
subset of PIM-SM and is used for one-to-many multicast routing 
applications, such as audio or video broadcasts. PIM-SSM does not use shared 
trees.

Protocol Independent Multicast IPv6 Support
PIM-DM and PIM-SM support IPv6 routes.

MLD/MLDv2 (RFC2710/RFC3810)
MLD is used by IPv6 systems (listeners and routers) to report their IP 
multicast addresses memberships to any neighboring multicast routers. The 
implementation of MLD v2 is backward compatible with MLD v1.

MLD protocol enables the IPv6 router to discover the presence of multicast 
listeners, the nodes that want to receive the multicast data packets, on its 
directly attached interfaces. The protocol specifically discovers which 
multicast addresses are of interest to its neighboring nodes and provides this 
information to the multicast routing protocol that make the decision on the 
flow of the multicast data packets.
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3
Hardware Overview
This section provides an overview of the switch hardware. It is organized by 
product type:

• Dell EMC Networking N1100-ON Series Switch Hardware

• Dell EMC Networking N1500 Series Switch Hardware

• Dell EMC Networking N2000 Series Switch Hardware

• Dell EMC Networking N2100-ON Series Switch Hardware

• Dell EMC Networking N3000/N3000E-ON Series Switch Hardware

• Dell EMC Networking N3100-ON Series Switch Hardware

• Dell EMC Networking N4000 Series Switch Hardware

• Switch MAC Addresses

Dell EMC Networking N1100-ON Series Switch 
Hardware
This section contains information about device characteristics and modular 
hardware configurations for the Dell EMC Networking N1100-ON switch.

Front Panel
The N1108-ON models are half-width, 1U, rack-mountable switches. To rack-
mount the N1108-ON switches, either the Dell EMC Rack Mount Kit or the 
Dell EMC Tandem Tray Kit is required. The N1124-ON and N1148-ON 
models are full-width, 1U, rack mountable switches. 

The Dell EMC Networking N1108-ON front panel provides eight 
10/100/1000BASE-T Ethernet RJ-45 ports, capable of full or half duplex 
operation, two 100/1000BASE-T RJ45 uplink ports capable of full duplex 
operation only, and two SFP ports. The SFP ports are capable of 1G full 
duplex operation only. The N1108P-ON supports two PoE+ or four PoE ports 
on Gigabit Ethernet ports 1-4. Dell-qualified SFP transceivers are sold 
separately.
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The Dell EMC Networking N1124-ON front panel provides 24 
10/100/1000BASE-T Ethernet RJ-45 ports capable of full and half duplex 
operation, and four SFP+ ports. The N1124P-ON supports six PoE+ or 12 
PoE ports on Gigabit Ethernet ports 5-16. Dell EMC-qualified SFP+ 
transceivers are sold separately.

The Dell EMC Networking N1148-ON front panel provides 48 
10/100/1000BASE-T Ethernet RJ-45 ports capable of full and half duplex 
operation, and four SFP+ ports. The N1148P-ON supports twelve PoE+ or 
24 PoE ports on Gigabit Ethernet ports 1-24. Dell EMC-qualified SFP+ 
transceivers are sold separately.

Figure 3-1. Dell EMC Networking N1108P-ON Switch (Front Panel)

Figure 3-2. Dell EMC Networking N1148P-ON Switch (Front Panel)

Console Port

The console port provides serial communication capabilities, which allows 
communication using RS-232 protocol. The micro-USB port provides a direct 
connection to the switch and allows access to the CLI from a console 
terminal connected to the port through the provided USB cable (with a male 
USB micro B to male USB type A connector).

8 10/100/1000BASE-T Ports

Console Port
USB Port

2 100/1000BASE-T Uplink Ports

2 SFP Ports

24 10/100/1000BASE-T Ports 4 SFP+ Ports

Console Port USB Port

24 10/100/1000BASE-T Ports
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The console port is separately configurable and can be run as an asynchronous 
link from 1200 BAUD to 115,200 BAUD. The Dell EMC CLI supports 
changing only the speed of the console port. The defaults are 115,200 BAUD, 
8 data bits, no parity, 1 stop bit, and no flow control.

USB Port

The Type-A, female USB port supports a USB 2.0-compliant flash memory 
drive. The Dell EMC Networking N-Series switch can read or write to a flash 
drive with a single partition formatted as FAT-32. Use a USB flash drive to 
copy switch configuration files and images between the USB flash drive and 
the switch. The USB flash drive may be used to move and copy configuration 
files and images from one switch to other switches in the network. The 
system does not support the deletion of files on USB flash drives.

The USB port does not support any other type of USB device.

Port and System LEDs

The front panel contains light emitting diodes (LEDs) that indicate the 
status of port links, power supplies, fans, stacking, and the overall system 
status. See "LED Definitions" on page 116 for more information.

Stack Master LED

When a switch within a stack is the master unit, the Stack Master LED is 
solid green. If the Stack Master LED is off, the stack member is not the 
master unit. If a switch is not part of a stack (in other words, it is a stack of 
one switch), the Stack Master LED is illuminated.

Information Tag

The front panel includes a slide-out label panel that contains system 
information, such as the Service Tag, MAC address, and so on.
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Power Supply
The internal power supply wattage for the Dell EMC Networking N1100-ON 
switches is as follows:

• N1108T-ON: 24W

• N1108P-ON: 80W

• N1124T-ON: 40W

• N1124P-ON: 250W

• N1148T-ON: 60W

• N1148P-ON: 500W

For information about power consumption for the N1100-ON PoE switches, 
see "Power Consumption for PoE Switches" on page 120.

Ventilation System
The N1108T-ON, N1124T-ON, and N1148T-ON switches are fanless. The 
N1108P-ON has one internal fan, and the N1124P-ON and N1148P-ON each 
have two internal fans.

Thermal Shutdown
Upon reaching critical temperature, the switch will shut down for 5 minutes 
and then automatically power on again. This cycle will repeat for as long as 
the switch is at or above critical temperature. During shutdown, the fans of 
switches so equipped will remain operational. 

LED Definitions
This section describes the LEDs on the front panel of the switch.

Port LEDs

Each port on a Dell EMC Networking N1100-ON Series switch includes two 
LEDs. One LED is on the left side of the port, and the second LED is on the 
right side of the port. This section describes the LEDs on the switch ports.

Each 100/1000/10000BASE-T port has two LEDs. Figure 3-16 illustrates the 
100/1000/10000BASE-T port LEDs.
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Figure 3-3. 100/1000/10000BASE-T Port LEDs 

Table 3-19 shows the 100/1000/10000BASE-T port LED definitions.

Table 3-1. 100/1000/10000BASE-T Port LED Definitions

LED Color Definition

Link/SPD LED Off There is no link.

Solid amber The port is operating at 10/100 Mbps.

Solid green The port is operating at 1000 Mbps.

Activity LED 
(on non-PoE 
switches)

Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.

Activity/PoE 
LED (on PoE 
switches)

Off There is no current transmit/receive activity 
and PoE power is off.

Blinking green The port is actively transmitting/receiving and 
PoE power is off.

Blinking amber The port is actively transmitting/receiving and 
PoE power is on.

Solid amber There is no current transmit/receive activity 
and PoE power is on.

Link/SPD Activity (non-PoE)
PoE/Activity (PoE)
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Stacking Port LEDs

Table 3-2. SFP Port LED Definitions (N1108-ON Only)

LED Color Definition

Link/SPD LED
(Left LED)

Off There is no link.

Solid green The port is operating at 1 Gbps.

Activity LED
(Right LED)

Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.

Table 3-3. SFP+ Port LED Definitions (N1124-ON and N1148-ON Only)

LED Color Definition

Link/SPD LED
(Left bi-color 
LED)

Off There is no link.

Solid green The port is operating at 10 Gbps.

Solid amber The port is operating at 1 Gbps.

Activity LED
(Right single-
color LED)

Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.

Table 3-4. Stacking Port LED Definitions

LED Color Definition

Link LED Off There is no link.

Solid green The port is actively transmitting/receiving.

Activity LED Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.
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System LEDs

The system LEDs, located on the front panel, provide information about the 
power supplies, thermal conditions, and diagnostics.

Table 3-25 shows the System LED definitions for the Dell EMC Networking 
N1100-ON switches.

Table 3-5. System LED Definitions 

LED Color Definition

Status Solid green Normal operation.

Blinking green The switch is booting

Solid amber A critical system error has occurred.

Blinking amber A noncritical system error occurred (fan or 
power supply failure).

Power Off There is no power or the switch has experienced 
a power failure.

Solid green Power to the switch is on.

Solid green POST is in progress.

Master Off The switch is not in master mode.

Solid green The switch is master for the stack.

Temp Solid green The switch is operating below the threshold 
temperature.

Solid red The switch temperature exceeds the threshold 
limit, or there is a fan failure (if fan-equipped).

System Locator 
LED

Blinking blue The locator LED has been activated to locate 
the physical switch.

Off The beacon LED is idle.
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Power Consumption for PoE Switches
Table 3-6 describes the power consumption for N3132P-ON PoE switches. 
The PoE power budget is 60W for the N1108P-ON, 185W for the 
N1124P-ON, and 370W for the N1148P-ON.

Table 3-6. Power Consumption for N3132P-ON PoE Switches

Model Input Voltage Power Supply 
Configuration

Maximum Steady 
Current 
Consumption (A)

Maximum 
Steady 
Power (W)

N1108P-ON 100V/60Hz Main PSU 0.95A 88.64W

110V/60Hz Main PSU 0.87A 88.43W

120V/60Hz Main PSU 0.80A 88.22W

220V/50Hz Main PSU 0.49A 89.28W

240V/50Hz Main PSU 0.45A 89.70W

N1124P-ON 100V/60Hz Main PSU 2.66A 260.66W

110V/60Hz Main PSU 2.38A 257.95W

120V/60Hz Main PSU 2.16A 256.27W

220V/50Hz Main PSU 1.18A 250.52W

240V/50Hz Main PSU 1.10A 251.25W

N1148P-ON 100V/60Hz Main PSU 4.78A 476.03W

110V/60Hz Main PSU 4.32A 472.64W

120V/60Hz Main PSU 3.95A 470.58W

220V/50Hz Main PSU 2.14A 459.37W

240V/50Hz Main PSU 1.97A 459.06W
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Wall Installation
To mount the switch on a wall:

1 Make sure that the mounting location meets the following requirements:

• The surface of the wall must be capable of supporting the switch.

• Allow at least two inches (5.1 cm) space on the sides for proper 
ventilation and five inches (12.7 cm) at the back for power cable 
clearance.

• The location must be ventilated to prevent heat buildup.

2 Place the supplied wall-mounting bracket on one side of the switch, 
verifying that the mounting holes on the switch line up to the mounting 
holes on the wall-mounting bracket.

Figure 3-4. Bracket Installation for Wall Mounting

3 Insert the supplied screws into the wall-mounting bracket holes and 
tighten with a screwdriver.

4 Repeat the process for the wall-mounting bracket on the other side of the 
switch.
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5 Place the switch on the wall in the location where the switch is being 
installed.

6 On the wall, mark the locations where the screws to hold the switch must 
be prepared.

7 On the marked locations, drill the holes and place all plugs (not provided) 
in the holes.

8 Secure the switch to the wall with screws (not provided). Make sure that 
the ventilation holes are not obstructed.
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Dell EMC Networking N1500 Series Switch 
Hardware
This section contains information about device characteristics and modular 
hardware configurations for the Dell EMC Networking N1500 Series 
switches. 

Front Panel
The Dell EMC Networking N1500 Series front panel includes the following 
features:

• Switch Ports

• Console Port

• USB Port

• Reset Button

• SFP+ Ports

• Port and System LEDs

• Stack Master LED and Stack Number Display

The following images show the front panels of the switch models in the Dell 
EMC Networking N1500 Series.

Figure 3-5. Dell EMC Networking N1548 Front-Panel Switch with 48 10/100/1000BASE-T 
Ports (Front Panel)

In addition to the switch ports, the front panel of each model in the Dell 
EMC Networking N1500 Series includes the following ports:

• RJ-45 Console port

• USB port for storage

48 10/100/1000BASE-T Ports SFP+ Ports

Console Port USB Port
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Figure 3-6. Dell EMC Networking N1524P Close-up

The Dell EMC Networking 1524 front panel has status LEDs for over-
temperature alarm (left), internal power (middle), and status (right) on the 
top row. The bottom row of status LEDs displays, from left to right, the Stack 
Master, redundant power supply (RPS) status, and fan alarm status.

The Dell EMC Networking 1524P front panel, shown in Figure 3-6, has status 
LEDs for over-temperature alarm, internal power, and status on the top row. 
The bottom row of status LEDs displays Stack Master, modular power supply 
(MPS) status, and fan alarm status.

Switch Ports

The Dell EMC Networking N1524/N1524P front panel provides 24 Gigabit 
Ethernet (10/100/1000BASE-T) RJ-45 ports that support auto-negotiation for 
speed, flow control, and duplex. The Dell EMC Networking N1500 Series 
front-panel ports operate in full- or half-duplex mode. The Dell EMC 
Networking N1524/N1524P models support four SFP+ 10G ports. Dell 
EMC-qualified SFP+ transceivers are sold separately. 

The Dell EMC Networking N1548/N1548P front panel provides 48 Gigabit 
Ethernet (10BASE-T, 100BASE-TX, 1000BASE-T) RJ-45 ports that support 
auto-negotiation for speed, flow control, and duplex. The Dell EMC 
Networking N1500 Series front-panel ports operate in full- or half-duplex 
mode. The Dell EMC Networking N1548/N1548P supports four SFP+ 10G 
ports. Dell EMC-qualified SFP+ transceivers are sold separately.
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The front-panel switch ports have the following characteristics:

• The switch automatically detects the difference between crossed and 
straight-through cables on RJ-45 ports and automatically chooses the MDI 
or MDIX configuration to match the other end. 

• SFP+ ports support Dell EMC-qualified transceivers utilizing 10GBASE-
SR, 10GBASE-LR, 10GBASE-CR, or 1000BASE-X technologies. The 
default behavior is to log a message and generate an SNMP trap on 
insertion or removal of an optic that is not qualified by Dell EMC. The 
message and trap can be suppressed by using the service unsupported-
transceiver command.

• RJ-45 front-panel ports support full- or half-duplex mode 10/100/1000 
Mbps speeds on standard Category 5 UTP cable. 1000BASE-X and 
1000BASE-T operation requires the use of auto-negotiation.

• SFP+ ports support SFP+ transceivers and SFP+ copper twin-ax 
technology operating at 10G or 1G speeds in full-duplex mode. SFP 
transceivers are supported in SFP+ ports and operate at 1G full-duplex. 
SFP transceivers require auto-negotiation to be enabled.

SFP+ ports may be configured to support 16 GB stacking over Ethernet 
cables. These ports may be configured to support stacking in pairs, e.g., 
Te1/0/1 and Te1/0/2 may be configured to support stacking, or Te1/0/3 and 
Te1/0/4 may be configured to support stacking, or all four ports may be 
configured to support stacking.

• The Dell EMC Networking N1524P/N1548P front-panel ports support 
PoE (15.4W) and PoE+ (34.2W) as well as legacy capacitive detection for 
pre-standard powered devices (PDs).

Console Port

The console port provides serial communication capabilities, which allows 
communication using the RS-232 protocol. The serial port provides a direct 
connection to the switch and allows access to the CLI from a console 
terminal connected to the port through the provided serial cable (with RJ45 
YOST to female DB-9 connectors).

The console port is separately configurable and can be run as an asynchronous 
link from 1200 BAUD to 115,200 BAUD. The Dell CLI supports changing the 
speed only. The defaults are 9600 BAUD, 8 data bits, no parity, 1 stop bit, and 
no flow control.
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USB Port

The Type-A, female USB port supports a USB 2.0-compliant flash memory 
drive. The Dell EMC Networking N-Series switch can read or write to a flash 
drive with a single partition formatted as FAT-32. Use a USB flash drive to 
copy switch configuration files and images between the USB flash drive and 
the switch. The USB flash drive may be used to move and copy configuration 
files and images from one switch to other switches in the network. The 
system does not support the deletion of files on USB flash drives.

The USB port does not support any other type of USB device.

Reset Button

The reset button is accessed through the pinhole and enables performing a 
hard reset on the switch. To use the reset button, insert an unbent paper clip 
or similar tool into the pinhole. When the switch completes the boot process 
after the reset, it resumes operation with the most recently saved 
configuration. Any changes made to the running configuration that were not 
saved to the startup configuration prior to the reset are lost.

Port and System LEDs

The front panel contains light emitting diodes (LEDs) that indicate the 
status of port links, power supplies, fans, stacking, and the overall system 
status. See "LED Definitions" on page 128 for more information.

Stack Master LED and Stack Number Display

When a switch within a stack is the master unit, the Stack Master LED is 
solid green. If the Stack Master LED is off, the stack member is not the 
master unit. The Stack No. panel displays the unit number for the stack 
member. If a switch is not part of a stack (in other words, it is a stack of one 
switch), the Stack Master LED is illuminated, and the unit number is 
displayed.

Back Panel
The following image shows the back panels of the Dell EMC Networking 
N1500 Series switches.
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Figure 3-7. Dell EMC Networking N1500 Series Back Panel

Power Supplies

Dell EMC Networking N1524 and N1548

The Dell EMC Networking N1524 and N1548 Series switches have an 
internal 100-watt power supply. The additional redundant power supply (Dell 
EMC Networking RPS720) provides 180 watts of power and gives full 
redundancy for the switch. 

Dell EMC Networking N1524P and N1548P

The Dell EMC Networking N1524P and N1548P switches have an internal 
600-watt power supply feeding up to 24 PoE devices at full PoE+ power 
(500W). An additional modular power supply (MPS1000) provides 1000 
watts and gives full power coverage for all 48 PoE devices (1500W).

 CAUTION: Remove the power cable from the power supplies prior to removing 
the power supply module itself. Power must not be connected prior to insertion in 
the chassis.

Ventilation System

Two internal fans cool the Dell EMC Networking N1500 Series switches. 

Information Tag

The back panel includes a slide-out label panel that contains system 
information, such as the Service Tag, MAC address, and so on.

NOTE: PoE power is dynamically allocated. Not all ports will require the full PoE+ 
power.

Fan Vents AC Power Receptacle
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LED Definitions
This section describes the LEDs on the front and back panels of the switch.

Port LEDs

Each port on a Dell EMC Networking N1500 Series switch includes two 
LEDs. One LED is on the left side of the port, and the second LED is on the 
right side of the port. This section describes the LEDs on the switch ports.

100/1000/10000BASE-T Port LEDs

Each 100/1000/10000BASE-T port has two LEDs. Figure 3-8 illustrates the 
100/1000/10000BASE-T port LEDs.

Figure 3-8. 100/1000/10000BASE-T Port LEDs 

Table 3-7 shows the 100/1000/10000BASE-T port LED definitions.

Table 3-7. 100/1000/10000BASE-T Port Definitions

LED Color Definition

Link/SPD LED Off There is no link.

Solid yellow The port is operating at 10/100 Mbps.

Solid green The port is operating at 1000 Mbps.

Activity/PoE 
LED (on PoE 
switches)

Off There is no current transmit/receive activity 
and PoE power is off.

Blinking green The port is actively transmitting/receiving and 
PoE power is off.

Blinking yellow The port is actively transmitting/receiving and 
PoE power is on.

Solid yellow There is no current transmit/receive activity 
and PoE power is on.

Link/SPD Activity
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Stacking Port LEDs

Console Port LEDs

System LEDs

The system LEDs, located on the front panel, provide information about the 
power supplies, thermal conditions, and diagnostics.

Table 3-10 shows the System LED definitions for the Dell EMC Networking 
N1500 Series switches.

Table 3-8. Stacking Port LED Definitions

LED Color Definition

Link LED Off There is no link.

Solid green The port is actively transmitting/receiving.

Activity LED Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.

Table 3-9. Console Port LED Definitions

LED Color Definition

Link/SPD LED Off There is no link.

Solid green A link is present.

Table 3-10. System LED Definitions 

LED Color Definition

Status Solid green Normal operation.

Blinking green The switch is booting

Solid red A critical system error has occurred.

Blinking red A noncritical system error occurred (fan or 
power supply failure).

Power Off There is no power or the switch has experienced 
a power failure.

Solid green Power to the switch is on.

Blinking green The switch locator function is enabled.
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Power Consumption for PoE Switches
Table 3-11 shows power consumption data for the PoE-enabled switches.

RPS (on non-PoE 
switches)

Off There is no redundant power supply (RPS).

Solid green Power to the RPS is on.

Solid red An RPS is detected but it is not receiving power.

EPS (on PoE 
switches)

Off There is no external power supply (EPS).

Solid green Power to the EPS is on.

Solid red An EPS is detected but it is not receiving power.

Fan Solid green The fan is powered and is operating at the 
expected RPM.

Solid red A fan failure has occurred.

Stack Master Off The switch is not stack master.

Solid green The switch is master for the stack.

Temp Solid green The switch is operating below the threshold 
temperature.

Solid red The switch temperature exceeds the threshold 
of 75°C.

Stack No. – Switch ID within the stack.

Table 3-11. Power Consumption

Model Input 
Voltage

Power Supply 
Configuration

Max Steady 
Current 
Consumption (A)

Max Steady 
Power (W)

Dell EMC 
Networking 
N1524P

100V Main PSU+EPS PSU 8.8 876.0

110V Main PSU+EPS PSU 7.9 871.0

120V Main PSU+EPS PSU 7.2 865.0

220V Main PSU+EPS PSU 3.8 844.0

240V Main PSU+EPS PSU 3.5 840.0

Table 3-10. System LED Definitions (Continued)

LED Color Definition
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The PoE power budget for each interface is controlled by the switch firmware. 
The administrator can limit the power supplied on a port or prioritize power 
to some ports over others. Table 3-12 shows power budget data.

Dell EMC 
Networking 
N1548P

100V Main PSU+EPS PSU 17.1 1719.0

110V Main PSU+EPS PSU 15.5 1704.0

120V Main PSU+EPS PSU 14.1 1690.0

220V Main PSU+EPS PSU 7.5 1642.4

240V Main PSU+EPS PSU 6.9 1647.0

Table 3-12. Dell EMC Networking N1500 Series PoE Power Budget Limit

Internal Only PSU MPS Only Two PSUs

Model Name Max. PSU 
Output 
Ability

PoE+ Power 
Turn-on Limitation

Max. PSU 
Output 
Ability

PoE+ Power Turn-
on Limitation

Max. PSUs 
Output 
Ability

PoE+ Power 
Turn-on 
Limitation

Dell EMC 
Networking 
N1524P

600W Power budget is 
500W: 
The total PoE 
supplied power 
must not exceed 
500W.

1000W Power budget is 
900W:
The total PoE 
supplied power 
must not exceed 
900W.

1600W Power budget is 
1350W:
All PoE+ ports 
can supply 
maximum 
power.

Dell EMC 
Networking 
N1548P

600W Power budget is 
500W: 
The total PoE 
supplied power 
must not exceed 
500W.

1000W Power budget is 
900W:
The total PoE 
supplied power 
must not exceed 
900W.

1600W Power budget is 
1350W:
The total PoE 
supplied power 
must not 
exceed 1350W.

Table 3-11. Power Consumption

Model Input 
Voltage

Power Supply 
Configuration

Max Steady 
Current 
Consumption (A)

Max Steady 
Power (W)
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Dell EMC Networking N2000 Series Switch 
Hardware
This section contains information about device characteristics and modular 
hardware configurations for the Dell EMC Networking N2000 Series 
switches. 

Front Panel
The Dell EMC Networking N2000 Series front panel includes the following 
features:

• Switch Ports

• Console Port

• USB Port

• Reset Button

• SFP+ Ports

• Port and System LEDs

• Stack Master LED and Stack Number Display

The following images show the front panels of the switch models in the Dell 
EMC Networking N2000 Series.

Figure 3-9. Dell EMC Networking N2048 Switch with 48 10/100/1000BASE-T Ports (Front 
Panel)

In addition to the switch ports, the front panel of each model in the Dell 
EMC Networking N2000 Series includes the following ports:

• RJ-45 Console port

• USB port for storage

48 10/100/1000BASE-T Ports SFP+ Ports

Console Port USB Port
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Figure 3-10. Dell EMC Networking N2024/N2048 Close-up

The Dell EMC Networking N2024/N2048 front panel, shown in Figure 3-10, 
has status LEDs for over-temperature alarm (left), internal power (middle), 
and status (right) on the top row. The bottom row of status LEDs displays, 
from left to right, the Stack Master, redundant power supply (RPS) status, 
and fan alarm status.

The Dell EMC Networking N2024P/N2048P front panel has status LEDs for 
over-temperature alarm, internal power and status on the top row. The 
bottom row of status LEDs displays Stack Master, modular power supply 
(MPS), status and fan alarm status. 

Switch Ports

The Dell EMC Networking N2024/N2024P front panel provides 24 Gigabit 
Ethernet (10/100/1000BASE-T) RJ-45 ports that support auto-negotiation for 
speed, flow control, and duplex. The Dell EMC Networking N2024/N2024P 
models support two SFP+ 10G ports. Dell EMC-qualified SFP+ transceivers 
are sold separately. Dell EMC Networking N2000 Series switches operate in 
full-duplex mode only.

The Dell EMC Networking N2048/N2048P front panel provides 48 Gigabit 
Ethernet (10BASE-T, 100BASE-TX, 1000BASE-T) RJ-45 ports that support 
auto-negotiation for speed, flow control, and duplex. The Dell EMC 
Networking N2048/N2048P supports two SFP+ 10G ports. Dell EMC-
qualified SFP+ transceivers are sold separately.
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The front-panel switch ports have the following characteristics:

• The switch automatically detects the difference between crossed and 
straight-through cables on RJ-45 ports and automatically chooses the MDI 
or MDIX configuration to match the other end. 

• SFP+ ports support Dell EMC-qualified transceivers. The default 
behavior is to log a message and generate an SNMP trap on insertion or 
removal of an optic that is not qualified by Dell. The message and trap can 
be suppressed by using the service unsupported-transceiver command.

• RJ-45 ports support full-duplex mode 10/100/1000 Mbps speeds on 
standard Category 5 UTP cable. 1000BASE-T operation requires the use of 
auto-negotiation.

• SFP+ ports support SFP+ transceivers and SFP+ copper twin-ax 
technology operating at 10G or 1G speeds in full-duplex mode. SFP 
transceivers are supported in SFP+ ports and operate at 1G full-duplex. 
SFP transceivers require auto-negotiation to be enabled. 

• The Dell EMC Networking N2024P/N2048P front-panel ports support 
PoE (15.4W) and PoE+ (34.2W) as well as legacy capacitive detection for 
pre-standard powered devices (PDs).

Console Port

The console port provides serial communication capabilities, which allows 
communication using RS-232 protocol. The serial port provides a direct 
connection to the switch and allows access to the CLI from a console 
terminal connected to the port through the provided serial cable (with RJ45 
YOST to female DB-9 connectors).

The console port is separately configurable and can be run as an asynchronous 
link from 1200 BAUD to 115,200 BAUD. The Dell CLI supports changing 
only the speed of the console port. The defaults are 9600 BAUD, 8 data bits, 
no parity, 1 stop bit, and no flow control.

USB Port

The Type-A, female USB port supports a USB 2.0-compliant flash memory 
drive. The Dell EMC Networking N-Series switch can read or write to a flash 
drive with a single partition formatted as FAT-32. Use a USB flash drive to 
copy switch configuration files and images between the USB flash drive and 
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the switch. The USB flash drive may be used to move and copy configuration 
files and images from one switch to other switches in the network. The 
system does not support the deletion of files on USB flash drives.

The USB port does not support any other type of USB device.

Reset Button

The reset button is accessed through the pinhole and enables performing a 
hard reset on the switch. To use the reset button, insert an unbent paper clip 
or similar tool into the pinhole. When the switch completes the boot process 
after the reset, it resumes operation with the most recently saved 
configuration. Any changes made to the running configuration that were not 
saved to the startup configuration prior to the reset are lost.

Port and System LEDs

The front panel contains light emitting diodes (LEDs) that indicate the 
status of port links, power supplies, fans, stacking, and the overall system 
status. See "LED Definitions" on page 137 for more information.

Stack Master LED and Stack Number Display

When a switch within a stack is the master unit, the Stack Master LED is 
solid green. If the Stack Master LED is off, the stack member is not the 
master unit. The Stack No. panel displays the unit number for the stack 
member. If a switch is not part of a stack (in other words, it is a stack of one 
switch), the Stack Master LED is illuminated, and the unit number is 
displayed.

Back Panel
The following images show the back panels of the Dell EMC Networking 
N2000 Series switches.
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Figure 3-11. Dell EMC Networking N2000 Series Back Panel

Figure 3-12. Dell EMC Networking N2024P/N2048P Back Panel

The term mini-SAS refers to the stacking port cable connections shown in 
Figure 3-13. See "Stacking" on page 237 for information on using the mini-
SAS ports to connect switches.

Figure 3-13. Dell EMC Networking N2048 Mini-SAS Stacking Ports and Fans

Power Supplies

Dell EMC Networking N2024 and N2048

The Dell EMC Networking N2024 and N2048 Series switches have an 
internal 100-watt power supply. The additional redundant power supply (Dell 
EMC Networking RPS720) provides 180 watts of power and gives full 
redundancy for the switch. 

Dell EMC Networking N2024P and N2048P

The Dell EMC Networking N2024P and N2048P switches have an internal 
1000-watt power supply feeding up to 24 PoE devices at full PoE+ power 
(850W). An additional modular power supply (MPS1000) provides 1000 
watts and gives full power coverage for all 48 PoE devices (1800W).

Fan Vents AC Power Receptacle

Mini-SAS stacking ports
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 CAUTION: Remove the power cable from the power supplies prior to removing 
the power supply module itself. Power must not be connected prior to insertion in 
the chassis.

Ventilation System

Two internal fans cool the Dell EMC Networking N2000 Series switches. 

Information Tag

The back panel includes a slide-out label panel that contains system 
information, such as the Service Tag, MAC address, and so on.

LED Definitions
This section describes the LEDs on the front and back panels of the switch.

Port LEDs

Each port on a Dell EMC Networking N2000 Series switch includes two 
LEDs. One LED is on the left side of the port, and the second LED is on the 
right side of the port. This section describes the LEDs on the switch ports.

100/1000/10000BASE-T Port LEDs

Each 100/1000/10000BASE-T port has two LEDs. Figure 3-14 illustrates the 
100/1000/10000BASE-T port LEDs.

Figure 3-14. 100/1000/10000BASE-T Port LEDs 

NOTE: PoE power is dynamically allocated. Not all ports will require the full PoE+ 
power.

Link/SPD Activity
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Table 3-13 shows the 100/1000/10000BASE-T port LED definitions.

Stacking Port LEDs

Table 3-13. 100/1000/10000BASE-T Port Definitions

LED Color Definition

Link/SPD LED Off There is no link.

Solid yellow The port is operating at 10/100 Mbps.

Solid green The port is operating at 1000 Mbps.

Activity LED 
(on non-PoE 
switches)

Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.

Activity/PoE 
LED (on PoE 
switches)

Off There is no current transmit/receive activity 
and PoE power is off.

Blinking green The port is actively transmitting/receiving and 
PoE power is off.

Blinking yellow The port is actively transmitting/receiving and 
PoE power is on.

Solid yellow There is no current transmit/receive activity 
and PoE power is on.

Table 3-14. Stacking Port LED Definitions

LED Color Definition

Link LED Off There is no link.

Solid green The port is actively transmitting/receiving.

Activity LED Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.
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Console Port LEDs

System LEDs

The system LEDs, located on the front panel, provide information about the 
power supplies, thermal conditions, and diagnostics.

Table 3-16 shows the System LED definitions for the Dell EMC Networking 
N2000 Series switches.

Table 3-15. Console Port LED Definitions

LED Color Definition

Link/SPD LED Off There is no link.

Solid green A link is present.

Table 3-16. System LED Definitions 

LED Color Definition

Status Solid green Normal operation.

Blinking green The switch is booting

Solid red A critical system error has occurred.

Blinking red A noncritical system error occurred (fan or 
power supply failure).

Power Off There is no power or the switch has experienced 
a power failure.

Solid green Power to the switch is on.

Blinking green The switch locator function is enabled.

RPS (on non-PoE 
switches)

Off There is no redundant power supply (RPS).

Solid green Power to the RPS is on.

Solid red An RPS is detected but it is not receiving power.

EPS (on PoE 
switches)

Off There is no external power supply (EPS).

Solid green Power to the EPS is on.

Solid red An EPS is detected but it is not receiving power.
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Power Consumption for PoE Switches
Table 3-17 shows power consumption data for the PoE-enabled switches.

Fan Solid green The fan is powered and is operating at the 
expected RPM.

Solid red A fan failure has occurred.

Stack Master Off The switch is not stack master.

Solid green The switch is master for the stack.

Temp Solid green The switch is operating below the threshold 
temperature.

Solid red The switch temperature exceeds the threshold 
of 75°C.

Stack No. – Switch ID within the stack.

Table 3-17. Power Consumption

Model Input 
Voltage

Power Supply 
Configuration

Max Steady 
Current 
Consumption (A)

Max Steady 
Power (W)

Dell EMC 
Networking 
N2024P

100V Main PSU+EPS PSU 8.9 890.0

110V Main PSU+EPS PSU 8.3 913.0

120V Main PSU+EPS PSU 7.6 912.0

220V Main PSU+EPS PSU 4.0 880.0

240V Main PSU+EPS PSU 3.6 873.6

Dell EMC 
Networking 
N2048P

100V Main PSU+EPS PSU 17.8 1780.0

110V Main PSU+EPS PSU 15.8 1740.2

120V Main PSU+EPS PSU 14.5 1740.0

220V Main PSU+EPS PSU 7.7 1687.4

240V Main PSU+EPS PSU 7.1 1704.0

Table 3-16. System LED Definitions (Continued)

LED Color Definition
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The PoE power budget for each interface is controlled by the switch firmware. 
The administrator can limit the power supplied on a port or prioritize power 
to some ports over others. Table 3-18 shows power budget data.

Table 3-18. Dell EMC Networking N2000 Series PoE Power Budget Limit

One PSU Two PSUs

Model Name Max. PSU Output 
Ability

PoE+ Power 
Turn-on Limitation

Max. PSUs Output 
Ability

PoE+ Power 
Turn-on Limitation

Dell EMC 
Networking 
N2024P

1000W Power budget is 
850W: 

The total PoE 
supplied power must 
not exceed 850W.

2000W Power budget is 
1700W:

All PoE+ ports can 
supply maximum 
power.

Dell EMC 
Networking 
N2048P

1000W Power budget is 
850W: 

The total PoE 
supplied power must 
not exceed 850W.

2000W Power budget is 
1700W:

All PoE+ ports can 
supply maximum 
power.
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Dell EMC Networking N2100-ON Series Switch 
Hardware
This section contains information about device characteristics and modular 
hardware configurations for the Dell EMC Networking N2128PX-ON switch.

Front Panel
All N2128PX-ON PoE models are 1U, rack-mountable switches. The Dell 
EMC Networking N2128PX-ON front panel provides 24 10/100/1000BASE-T 
Ethernet RJ-45 ports and four 2.5G NBASE-T Ethernet RJ-45 ports that 
support auto-negotiation for speed, flow control, and duplex. NBASE-T 
interfaces require auto-negotiation to be enabled. They will not operate 
correctly in fixed speed mode. The 2.5G NBASE-T ports support PoE 60W 
capability. The N2128PX switch front panel ports operate in full duplex mode 
only. The N2128PX models support two SFP+ 10G ports. The N2128PX-ON 
provides one RJ-45 console port for local management and a Type-A USB port 
for storage. 

Figure 3-15. Dell EMC Networking N2128PX-ON Switch (Front Panel)

The Dell N2128PX-ON switch is capable of loading an OS via the ONIE boot 
loader, therefore the port numbering on the front panel labels is consecutive, 
per the ONIE requirements, regardless of port type. 

For the N2128PX-ON switch, ports 1-24 are 1G interfaces, ports 25-28 are 
2.5GBASE-T interfaces, ports 29-30 are 10G interfaces, and rear panel ports 
31-32 are HiGig stacking interfaces. NBASE-T interfaces require auto-
negotiation to be enabled. NBASE-T interfaces require auto-negotiation and 
will not operate correctly in fixed speed mode.

24 10/100/1000BASE-T Ports SFP+ Ports

Console Port USB Port

4 2.5GBASE-T Ports
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To remain consistent with prior N-Series devices, CLI and GUI port 
references will be non-consecutive when the port type changes. Ports labeled 
1-28 on the front panel will be referred to in the UI as Gi1/0/X (where X =1 to 
28), ports labeled 29-30 on the front panel will be referred to in the UI as 
Te1/0/Y (where Y= 1 to 2) and ports labeled 31-32 on the rear panel will be 
referred to as Tw1/1/W (where W=1 to 2).

Console Port

The console port provides serial communication capabilities, which allows 
communication using RS-232 protocol. The serial port provides a direct 
connection to the switch and allows access to the CLI from a console 
terminal connected to the port through the provided serial cable (with RJ-45 
YOST to female DB-9 connectors).

The console port is separately configurable and can be run as an asynchronous 
link from 1200 BAUD to 115,200 BAUD. The Dell EMC CLI supports 
changing only the speed of the console port. The defaults are 115,200 BAUD, 
8 data bits, no parity, 1 stop bit, and no flow control.

USB Port

The Type-A, female USB port supports a USB 2.0-compliant flash memory 
drive. The Dell EMC Networking N-Series switch can read or write to a flash 
drive with a single partition formatted as FAT-32. Use a USB flash drive to 
copy switch configuration files and images between the USB flash drive and 
the switch. The USB flash drive may be used to move and copy configuration 
files and images from one switch to other switches in the network. The 
system does not support the deletion of files on USB flash drives.

The USB port does not support any other type of USB device.

Reset Button

The reset button is accessed through the pinhole and enables performing a 
hard reset on the switch. To use the reset button, insert an unbent paper clip 
or similar tool into the pinhole. When the switch completes the boot process 
after the reset, it resumes operation with the most recently saved 
configuration. Any changes made to the running configuration that were not 
saved to the startup configuration prior to the reset are lost.
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Port and System LEDs

The front panel contains light emitting diodes (LEDs) that indicate the 
status of port links, power supplies, fans, stacking, and the overall system 
status. See "LED Definitions" on page 159 for more information.

Stack Master LED and Stack Number Display

When a switch within a stack is the master unit, the Stack Master LED is 
solid green. If the Stack Master LED is off, the stack member is not the 
master unit. The Stack No. panel displays the unit number for the stack 
member. If a switch is not part of a stack (in other words, it is a stack of one 
switch), the Stack Master LED is illuminated, and the unit number is 
displayed.

Back Panel
The N2128PX-ON has two 21G stacking ports in the rear that accept mini-
SAS connectors. It also has a 16-pin connection for a modular power supply 
(Dell MPS1000) supporting an additional 1000W of power.

Power Supply

The Dell EMC Networking N2128PX-ON switch has an internal 715-watt 
power supply feeding up to 16 PoE devices at full PoE+ power (500W).

Ventilation System

Two internal fans cool the Dell EMC Networking N2128PX-ON Series 
switches.

Information Tag

The back panel includes a slide-out label panel that contains system 
information, such as the Service Tag, MAC address, and so on.

LED Definitions
This section describes the LEDs on the front and back panels of the switch.
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Port LEDs

Each port on a Dell EMC Networking N2100-ON Series switch includes two 
LEDs. One LED is on the left side of the port, and the second LED is on the 
right side of the port. This section describes the LEDs on the switch ports.

Each 100/1000/10000BASE-T port has two LEDs. Figure 3-16 illustrates the 
100/1000/10000BASE-T port LEDs.

Figure 3-16. 100/1000/10000BASE-T Port LEDs 

Table 3-19 shows the 100/1000/10000BASE-T port LED definitions.

Table 3-19. 100/1000/10000BASE-T Port LED Definitions

LED Color Definition

Link/SPD LED Off There is no link.

Solid yellow The port is operating at 10/100 Mbps.

Solid green The port is operating at 1000 Mbps.

Activity/PoE 
LED (on PoE 
switches)

Off There is no current transmit/receive activity 
and PoE power is off.

Blinking green The port is actively transmitting/receiving and 
PoE power is off.

Blinking yellow The port is actively transmitting/receiving and 
PoE power is on.

Solid yellow There is no current transmit/receive activity 
and PoE power is on.

Link/SPD Activity
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Table 3-20. 2500BASE-T Port LED Definitions

LED Color Definition

Link/SPD LED
(Left bi-color 
LED)

Off There is no link.

Solid green The port is operating at 2.5 Gbps.

Solid amber The port is operating at 100 Mbps or 1 Gbps.

Activity/PoE 
LED 
(Right bi-color 
LED)

Off There is no current transmit/receive activity, 
and PoE power is off.

Blinking green The port is actively transmitting/receiving, and 
PoE power is off.

Blinking yellow The port is actively transmitting/receiving, and 
PoE power is on.

Solid yellow There is no current transmit/receive activity, 
and PoE power is on.

Table 3-21. SFP+ Port LED Definitions

LED Color Definition

Link/SPD LED
(Left bi-color 
LED)

Off There is no link.

Solid green The port is operating at 10 Gbps.

Solid amber The port is operating at 1 Gbps.

Activity LED
(Right single-
color LED)

Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.

Table 3-22. QSFP Port LED Definitions

LED Color Definition

Link/SPD LED
(Left single-
color LED)

Off There is no link.

Solid green The port is operating at 40 Gbps.

Activity LED
(Right single-
color LED)

Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.
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Stacking Port LEDs

Console Port LEDs

System LEDs

The system LEDs, located on the front panel, provide information about the 
power supplies, thermal conditions, and diagnostics.

Table 3-25 shows the System LED definitions for the Dell EMC Networking 
N2128PX-ON switches.

Table 3-23. Stacking Port LED Definitions

LED Color Definition

Link LED Off There is no link.

Solid green The port is actively transmitting/receiving.

Activity LED Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.

Table 3-24. Console Port LED Definitions

LED Color Definition

Link/SPD LED Off There is no link.

Solid green A link is present.

Table 3-25. System LED Definitions 

LED Color Definition

Status Solid green Normal operation.

Blinking green The switch is booting

Solid red A critical system error has occurred.

Blinking red A noncritical system error occurred (fan or 
power supply failure).

Power Off There is no power or the switch has experienced 
a power failure.

Solid green Power to the switch is on.

Blinking green The switch locator function is enabled.
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Power Consumption for PoE Switches
Table 3-26 shows power consumption data for the PoE-enabled N2128PX-ON 
switch when the power budget is 800W for the main power supply. 

EPS (on PoE 
switches)

Off There is no external power supply (EPS).

Solid green Power to the EPS is on.

Solid red An EPS is detected but it is not receiving power.

Fan Solid green The fan is powered and is operating at the 
expected RPM.

Solid red A fan failure has occurred.

Stack Master Off The switch is not stack master.

Solid green The switch is master for the stack.

Temp Solid green The switch is operating below the threshold 
temperature.

Solid red The switch temperature exceeds the threshold 
of 75°C.

Stack No. – Switch ID within the stack.

Table 3-26.  Power Consumption

Model Input Voltage Power Supply 
Configuration

Maximum Steady 
Current 
Consumption (A)

Max Steady 
Power (W)

Dell EMC 
Networking 
N2128PX-ON

100V/60Hz Main PSU 9.73A 965.5W

110V/60Hz Main PSU 8.75A 960.4W

120V/60Hz Main PSU 8.03A 958.3

220V/50Hz Main PSU 4.33A 931W

240V/50Hz Main PSU 3.97A 928.7W

Table 3-25. System LED Definitions (Continued)

LED Color Definition
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Table 3-27 shows power consumption data for the PoE-enabled N2128PX-ON 
switch when the power budget is 800W for the MPS.

Table 3-28 shows power consumption data for the PoE-enabled N2128PX-ON 
switch when the power budget is 1600W for the main power supply and the 
MPS.

Table 3-27.  Power Consumption

Model Input Voltage Power Supply 
Configuration

Maximum Steady 
Current 
Consumption (A)

Max Steady 
Power (W)

Dell EMC 
Networking 
N2128PX-ON

100V/60Hz MPS 9.92A 986.5W

110V/60Hz MPS 8.93A 975.7W

120V/60Hz MPS 8.01A 955.4W

220V/50Hz MPS 4.44A 945.4W

240V/50Hz MPS 4.08A 951.4W

Table 3-28.  Power Consumption

Model Input Voltage Power Supply 
Configuration

Maximum Steady 
Current 
Consumption (A)

Max 
Steady 
Power (W)

Dell EMC 
Networking 
N2128PX-ON

100V/60Hz Main PSU + MPS 11.83A 1175W

110V/60Hz Main PSU + MPS 10.71A 1169W

120V/60Hz Main PSU + MPS 9.84A 1168.9W

220V/50Hz Main PSU + MPS 5.4A 1138.4W

240V/50Hz Main PSU + MPS 5.93A 1141W
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The PoE power budget for each interface is controlled by the switch firmware. 
The administrator can limit the power supplied on a port or prioritize power 
to some ports over others. Table 3-29 shows power budget data.

Table 3-29. Dell EMC Networking N2100-ON Series PoE Power Budget Limit

One PSU Two PSUs

Model Name Max. PSU Output 
Ability

PoE+ Power 
Turn-on Limitation

Max. PSUs 
Output Ability

PoE+ Power 
Turn-on Limitation

Dell EMC 
Networking 
N2128PX-ON

1000W Power budget is 
800W:

The total PoE 
supplied power must 
not exceed 800W.

2000W Power budget is 
1600W:

All PoE+ ports can 
supply maximum 
power.
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Dell EMC Networking N3000/N3000E-ON Series 
Switch Hardware
This section contains information about device characteristics and modular 
hardware configurations for the Dell EMC Networking N3000/N3000E-ON 
Series switches. 

Front Panel
The Dell EMC Networking N3000/N3000E-ON Series front panel includes 
the following features:

• Switch Ports

• Console Port

• Out-of-Band Management Port

• USB Port

• SFP+ Ports

• Reset Button

• Port and System LEDs

• Stack Master LED and Stack Number Display

The following images show the front panels of the switch models in the Dell 
EMC Networking N3000 Series.
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Figure 3-17. Dell EMC Networking N3024F/N3024EF-ON with 24 10/100/1000BASE-T 
Ports (Front Panel)

The Dell EMC Networking N3000/N3000E-ON Series switch includes two 
combo ports. The combo ports are SFP on the Dell EMC Networking N3000 
Series and 1000BASE-T on the Dell EMC Networking N3024F/N3024EF-ON 
switch. The combo ports are set to prefer fiber. If using the 1000BASE-T port, 
remove any transceivers from the SFP port.

Figure 3-18. Dell EMC Networking N3048/N3048ET-ON with 48 10/100/1000BASE-T Ports 
(Front Panel)

The additional ports are on the right side of the front panel, as shown in 
Figure 3-18 and Figure 3-19.

Combo
Ports

10/100/1000BASE-T Auto-sensing
Full Duplex RJ-45 Ports SFP+ 

Ports

10/100/1000BASE-T Auto-sensing 
Full Duplex RJ-45 Ports

Combo
Ports

SFP+

Ports
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Figure 3-19. Additional Dell EMC Networking N3000/N3000E-ON Series Ports 

The Dell EMC Networking N3000/N3000E-ON Series front panel above also 
contains a reset button (pinhole) and several status LEDs. See Figure 3-19.

The Dell EMC Networking N3000/N3000E-ON Series front panel displays, 
from left to right, status LEDs for over-temperature alarm, internal power 
supply 1, and switch status on the top row. The bottom row of status LEDs 
displays, from left to right, the Stack Master, internal power supply 2, and fan 
alarm status. 

Switch Ports

The Dell EMC Networking N3024/N3024P/N3024ET-ON/N3024EP-ON 
front panel provides 24 Gigabit Ethernet (10/100/1000BASE-T) RJ-45 ports 
that support auto-negotiation for speed, flow control, and duplex. The Dell 
EMC Networking N3024P models support two SFP+ 10G ports. Dell EMC-
qualified SFP+ transceivers are sold separately. The Dell EMC Networking 
N3000/N3000E-ON Series switches operate in full-duplex mode only.

The Dell EMC Networking N3024F/N3024EF-ON front panel provides 24 
Gigabit Ethernet 100BASE-FX/1000BASE-X SFP ports plus two 1000BASE-T 
combo ports. The combo ports are set to prefer fiber. If using the 1000BASE-
T port, remove any transceivers from the SFP port. Dell EMC-qualified SFP 
transceivers are sold separately. 1000BASE-X and 1000BASE-T operation 
requires the use of auto-negotiation.

Combo Ports

Reset Button

USB Port

Console Port Out-of-Band Management Port

SFP+ Ports
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The Dell EMC Networking N3048/N3048P/N3048ET-ON/N3048EP-ON 
front panel provides 48 Gigabit Ethernet (10BASE-T, 100BASE-TX, 
1000BASE-T) RJ-45 ports that support auto-negotiation for speed, flow 
control, and duplex. The Dell EMC Networking N3048/N3048P/N3048ET-
ON/N3048P-ON support two SFP+ 10G ports. Dell EMC-qualified SFP+ 
transceivers are sold separately.

The front-panel switch ports have the following characteristics:

• The switch automatically detects the difference between crossed and 
straight-through cables on RJ-45 ports and automatically chooses the MDI 
or MDIX configuration to match the other end. 

• SFP+ ports support Dell EMC-qualified transceivers. The default 
behavior is to log a message and generate an SNMP trap on insertion or 
removal of an optic that is not qualified by Dell. The message and trap can 
be suppressed by using the service unsupported-transceiver command.

• RJ-45 ports support full-duplex mode 10/100/1000 Mbps speeds on 
standard Category 5 UTP cable.

• SFP ports support 1000BASE-X and 100BASE-X (100BASE-FX/100BASE-
LX/100BASE-SX) transceivers. SFP ports with 1000BASE-X transceivers 
require auto-negotiation to be enabled but also allow configuration of 
forced speeds with auto-negotiation disabled. However, the SFP ports do 
not support auto-negotiation for 100BASE-X transceivers. When the 
switch detects a 100BASE-X transceiver, it resets the port to use 4B/5B 
NRZI line coding from the default 8B/10B NRZ coding. This causes the 
link to flap momentarily. The flap may be observed at the link partner 
upon insertion of an SFP transceiver and on switch reboot. Administrators 
should ensure that the link partner is set to accept a single link flap on 
100BASE-X interfaces.

• SFP+ ports support SFP+ transceivers and SFP+ copper twin-ax 
technology operating at 10G/1G speeds in full-duplex mode. SFP 
transceivers are supported in SFP+ ports and operate at 1G full-duplex. 
SFP transceivers in an SFP+ port require auto-negotiation to be enabled 
per the IEEE 802.3 standard but may be configured to use a forced speed 
with auto-negotiation disabled.

• The Dell EMC Networking N3024P/N3048P/N3048ET-ON/N3048EP-ON 
front-panel ports support PoE (15.4W) and PoE+ (34.2W) as well as 
legacy capacitive detection for pre-standard PDs.
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• Additionally, ports 1–12 support PoE 60W power when configured in high-
power mode.

Combo Ports

Combo ports automatically select the active media and always choose fiber 
(SFP) media if both copper and fiber are active. Copper combo ports do not 
support 10 Mbps forced mode. Auto-negotiation is not supported for 
100BASE-X (FX/SX/LX) transceivers. If using the 1000BASE-T port, remove 
any transceivers from the SFP port.

Console Port

The console port provides serial communication capabilities, which allows 
communication using RS-232 protocol. The serial port provides a direct 
connection to the switch and allows access to the CLI from a console 
terminal connected to the port through the provided serial cable (with RJ45 
YOST to female DB-9 connectors).

The console port is separately configurable and can be run as an asynchronous 
link from 1200 BAUD to 115,200 BAUD.

The Dell CLI only supports changing the speed.

The defaults are 9600 BAUD, 8 data bits, no parity, 1 stop bit, and no flow 
control. The N3048ET-ON/N3048EP-ON defaults to 115,200 BAUD.

Out-of-Band Management Port

The Out-of-Band (OOB) management port is a 10/100/1000BASE-T 
Ethernet port connected directly to the switch CPU and dedicated to switch 
management. Traffic on this port is segregated from operational network 
traffic on the switch ports and cannot be switched or routed to or from the 
operational network. In addition, ACLs (including management ACLS), do 
not operate on the out-of-band port. Connect the out-of-band port only to a 
physically secure network.

USB Port

The Type-A, female USB port supports a USB 2.0-compliant flash memory 
drive. The Dell EMC Networking N-Series switch can read or write to a flash 
drive with a single partition formatted as FAT-32. Use a USB flash drive to 
copy switch configuration files and images between the USB flash drive and 
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the switch. It is also possible to use the USB flash drive to move and copy 
configuration files and images from one switch to other switches in the 
network. The system does not support the deletion of files on attached USB 
flash drives.

The USB port does not support any other type of USB device.

Reset Button

The reset button is accessed through the pinhole and enables performing a 
hard reset on the switch. To use the reset button, insert an unbent paper clip 
or similar tool into the pinhole. When the switch completes the boot process 
after the reset, it resumes operation with the most recently saved 
configuration. Any changes made to the running configuration that were not 
saved to the startup configuration prior to the reset are lost.

Port and System LEDs

The front panel contains light emitting diodes (LEDs) that indicate the 
status of port links, power supplies, fans, stacking, and the overall system 
status. 

Stack Master LED and Stack Number Display

When a switch within a stack is the master unit, the Stack Master LED is 
solid green. If the Stack Master LED is off, the stack member is not the 
master unit. The Stack No. panel displays the unit number for the stack 
member. If a switch is not part of a stack (in other words, it is a stack of one 
switch), the Stack Master LED is illuminated and the unit number is 
displayed.
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Back Panel
The following images show the back panels of the Dell EMC Networking 
N3000 Series switches.

Figure 3-20. Dell EMC Networking N3000/N3000E-ON Series Back Panel

Figure 3-21. Dell EMC Networking N3024P/N3048P/N3024EP-ON/N3048EP-ON Back 
Panel

Figure 3-22. Dell EMC Networking N3048/N3048ET-ON Mini-SAS Stacking Ports Close-
up

The term mini-SAS refers to the stacking port cable connections shown in 
Figure 3-22. See "Stacking" on page 237 for information on using the mini-
SAS ports to connect switches.

Dual 10G Slots for SFP+ or 
10GBASE-T Modules

AC Power 
Receptacle

Fan Vents

Mini-SAS stacking ports
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Expansion Slots for Plug-in Modules

One expansion slot is located on the back of the Dell EMC Networking 
N3000 Series models and can support the following modules:

• 10GBASE-T module

• SFP+ module

Each plug-in module has two ports. The plug-in modules include hot-swap 
support, so a switch reboot is not needed after a new module is installed. Issue 
a no slot command after removing the original module and prior to inserting 
a new type of module. If the module is not recognized, issue the no slot 
command, then remove and re-insert the module.

Power Supplies

Dell EMC Networking N3024, N3024F and N3048

Dell EMC Networking N3024, N3024F and N3048 switches support two 
200-watt Field Replaceable Unit (FRU) power supplies which give full power 
redundancy for the switch. The Dell EMC Networking N3024, N3024F, and 
N3048 switches offer the V-lock feature for users desiring the need to 
eliminate accidental power disconnection. The V-lock receptacle on the Power 
Supply Unit (PSU) allows for the use of a power cord that has the V-lock 
feature to create an integral secure locking connection.

Dell EMC Networking N3024P, N3048P, and N3048EP-ON

Dell EMC Networking N3024P, N3048P, and N3048EP-ON switches support 
one or two 1100-watt FRU power supplies. The Dell EMC Networking 
N3024P switch is supplied with a single 715-watt power supply (the default 
configuration) and supports an additional 1100-watt supply. For the Dell 
EMC Networking N3048P, and N3048EP-ON switches, a single 1100-watt 
power supply is supplied and another 1100 watt power supply can be added.

A single 1100-watt power supply can feed up to 24 PoE devices at full PoE+ 
power (950W). Dual-equipped switches will feed up to 48 PoE devices at full 
PoE+ power (1800W), as well as provide power supply redundancy.

NOTE: PoE power is dynamically allocated by default. Not all ports will require 
the full PoE+ power.
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 CAUTION: Remove the power cable from the power supplies prior to removing 
the power supply module itself. Power must not be connected prior to insertion in 
the chassis.

Ventilation System

Two fans cool the Dell EMC Networking N3000 Series switches. The Dell 
EMC Networking N3000 Series switches additionally have a fan in each 
internal power supply. The Dell EMC Networking N3000 Series fan is field-
replaceable.

Information Tag

The back panel includes a slide-out label panel that contains system 
information, such as the Service Tag, MAC address, and other information.

LED Definitions
This section describes the LEDs on the front and back panels of the switch.

Port LEDs

Each port on a Dell EMC Networking N3000 Series switch includes two 
LEDs. One LED is on the left side of the port, and the second LED is on the 
right side of the port. This section describes the LEDs on the switch ports.

100/1000/10000BASE-T Port LEDs

Each 100/1000/10000BASE-T port has two LEDs. Figure 3-23 illustrates the 
100/1000/10000BASE-T port LEDs.

Figure 3-23. 100/1000/10000BASE-T Port LEDs 

Link/SPD Activity



160 Hardware Overview

Table 3-30 shows the 100/1000/10000BASE-T port LED definitions.

Module Bay LEDs

The following tables describe the purpose of each of the module bay LEDs 
when SFP+ and 10GBASE-T modules are used.

Table 3-30. 100/1000/10000BASE-T Port Definitions

LED Color Definition

Link/SPD LED Off There is no link.

Solid yellow The port is operating at 10/100 Mbps.

Solid green The port is operating at 1000 Mbps.

Activity LED 
(on non-PoE 
switches)

Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.

Activity/PoE 
LED (on PoE 
switches)

Off There is no current transmit/receive activity 
and PoE power is off.

Blinking green The port is actively transmitting/receiving and 
PoE power is off.

Blinking yellow The port is actively transmitting/receiving and 
PoE power is on.

Solid yellow There is no current transmit/receive activity 
and PoE power is on.

Table 3-31. SFP+ Module LED Definitions

LED Color Definition

Link/SPD LED Off There is no link.

Solid green The port is operating at 10 Gbps.

Solid amber The port is operating at 1000 Mbps.

Activity LED Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.
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Stacking Port LEDs

Out-of-Band Port LEDs

Table 3-32. 10GBASE-T Module LED Definitions

LED Color Definition

Link/SPD LED Off There is no link.

Solid green The port is operating at 10 Gbps.

Solid amber The port is operating at 100/1000 Mbps.

Activity LED Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.

Table 3-33. Stacking Port LED Definitions

LED Color Definition

Link LED Off There is no link.

Solid green The port is actively transmitting/receiving.

Activity LED Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.

Table 3-34. OOB Port LED Definitions

LED Color Definition

Link/SPD LED Off There is no link.

Solid green The port is actively transmitting/receiving at 
1000 Mbps.

Solid amber The port is actively transmitting/receiving at 
10/100 Mbps.

Activity LED Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.
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Console Port LEDs

System LEDs

The system LEDs, located on the front panel, provide information about the 
power supplies, thermal conditions, and diagnostics.

Table 3-36 shows the System LED definitions for the Dell EMC Networking 
N3000 Series switches.

Table 3-35. Console Port LED Definitions

LED Color Definition

Link/SPD LED Off There is no link.

Solid green A link is present.

Table 3-36. System LED Definitions

LED Color Definition

Status Solid green Normal operation.

Blinking green The switch is booting

Solid red A critical system error has occurred.

Blinking red A noncritical system error occurred (fan or power 
supply failure).
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Power 1,

Power 2

Off There is no power or the switch has experienced a 
power failure.

Solid green Power to the switch is on.

Blinking green The switch locator function is enabled.

Fan Solid green The fan is powered and is operating at the expected 
RPM.

Solid red A fan failure has occurred.

Stack 
Master

Off The switch is in stand-alone mode.

Solid green The switch is master for the stack.

Temp Solid green The switch is operating below the threshold 
temperature.

Solid red The switch temperature exceeds the threshold of 75°C.

Stack No. – Switch ID within the stack.

Table 3-36. System LED Definitions

LED Color Definition
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Power Consumption for PoE Switches
Table 3-37 shows power consumption data for the PoE-enabled switches.

The PoE power budget for each interface is controlled by the switch firmware. 
The administrator can limit the power supplied on a port or prioritize power 
to some ports over others. Table 3-38 shows the power budget data.

Table 3-37. Dell EMC Networking N3000 Series Power Consumption

Model Input 
Voltage

Power Supply 
Configuration

Max Steady 
Current 
Consumption (A)

Max Steady 
Power (W)

Dell EMC 
Networking
N3024P

100V PSU1+PSU2 13.1 1310.0

110V PSU1+PSU2 11.7 1287.0

120V PSU1+PSU2 10.6 1272.0

220V PSU1+PSU2 5.6 1232.0

240V PSU1+PSU2 5.2 1240.8

Dell EMC 
Networking
N3048P/N30
48EP-ON

100V PSU1+PSU2 21.8 2180.0

110V PSU1+PSU2 19.5 2145.0

120V PSU1+PSU2 17.8 2136.0

220V PSU1+PSU2 9.31 2048.2

240V PSU1+PSU2 8.6 2064.0
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Table 3-38. Dell EMC Networking N3000 Series PoE Power Budget Limit

One PSU Two PSUs

Model Name Max. PSU Output 
Ability

PoE+ Power 
Turn-on Limitation

Max. PSUs 
Output Ability

PoE+ Power 
Turn-on Limitation

Dell EMC 
Networking 
N3024P

715W Power budget is 
550W: 

The total PoE 
supplied power 
must not exceed 
550W.

715W Power budget is 
1100W:

All PoE+ ports can 
supply maximum 
power.

Dell EMC 
Networking 
N3048P/N3048
EP-ON

1100W Power budget is 
950W: 

The total PoE 
supplied power 
must not exceed 
950W.

2200W Power budget is 
1900W:

All PoE+ ports can 
supply maximum 
power.
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Dell EMC Networking N3100-ON Series Switch 
Hardware

Front Panel
All N3132PX-ON models are 1U, rack-mountable switches. The N3132PX-
ON front panel provides twenty-four 10/100/1000BASE-T Ethernet RJ-45 
ports and eight 5G NBASE-T Ethernet RJ-45 ports that support auto-
negotiation for speed, flow control, and duplex. NBASE-T interfaces require 
auto-negotiation to be enabled. They will not operate correctly in fixed speed 
mode. The N3132PX-ON switch front panel ports operate in full duplex 
mode only. N3132PX-ON front panel copper ports support PoE 60W 
capability. The N3132PX-ON models support four SFP+ 10G ports. The 
SFP+ 10G ports support SFP+ transceivers or SFP transceivers, but not both 
types simultaneously. Use either all SFP+ transceivers or all SFP transceivers. 
One RJ-45 console port provides serial communication capabilities, which 
allows communication using RS-232 protocol. The front panel has a Type-A 
USB port for storage. 

The following image shows the front panel of the Dell EMC Networking 
N3132PX-ON switch.

Figure 3-24. Dell EMC Networking N3132PX-ON with 24 10/100/1000BASE-T Ports 
(Front Panel)

24 10/100/1000BASE-T Ports 8 100/1000/2500/5000BASE-T 
Ports

SFP+ 
Ports

USB Port

Console Port
Out-of-Band 
Management 
Port
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Console Port

The console port provides serial communication capabilities, which allows 
communication using RS-232 protocol. The serial port provides a direct 
connection to the switch and allows access to the CLI from a console 
terminal connected to the port through the provided serial cable (with RJ45 
YOST to female DB-9 connectors).

The console port is separately configurable and can be run as an asynchronous 
link from 1200 BAUD to 115,200 BAUD. The Dell EMC CLI only supports 
changing the speed. The defaults are 115,200 BAUD, 8 data bits, no parity, 1 
stop bit, and no flow control.

USB Port

The Type-A female USB port supports a USB 2.0-compliant flash memory 
drive. The Dell EMC Networking N-Series switch can read or write to a flash 
drive with a single partition formatted as FAT-32. Use a USB flash drive to 
copy switch configuration files and images between the USB flash drive and 
the switch. The USB flash drive may be used to move and copy configuration 
files and images from one switch to other switches in the network. The 
system does not support the deletion of files on USB flash drives. 

The USB port does not support any other type of USB device.

Reset Button

The reset button is accessed through the pinhole and enables performing a 
hard reset on the switch. To use the reset button, insert an unbent paper clip 
or similar tool into the pinhole. When the switch completes the boot process 
after the reset, it resumes operation with the most recently saved 
configuration. Any changes made to the running configuration that were not 
saved to the startup configuration prior to the reset are lost.

Port and System LEDs

The front panel contains light emitting diodes (LEDs) that indicate the 
status of port links, power supplies, fans, stacking, and the overall system 
status. See "LED Definitions" on page 168 for more information.
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Stack Master LED and Stack Number Display

When a switch within a stack is the master unit, the Stack Master LED is 
solid green. If the Stack Master LED is off, the stack member is not the 
master unit. The Stack No. panel displays the unit number for the stack 
member. If a switch is not part of a stack (in other words, it is a stack of one 
switch), the Stack Master LED is illuminated, and the unit number 
isdisplayed.

Back Panel
The N3132PX-ON rear panel has an expansion slot which accepts a 2 x 40G 
QSFP+ module or a 2 x 21G stacking module. The QSFP+ module supports 
SR4, LR4, and copper CR4 technologies in 40G mode only.

Power Supply

The N3132PX-ON rear panel has one 715W field-replaceable power supply. A 
redundant power supply may be added in the available slot. Optional 715W 
and 1100W power supplies are available.

 CAUTION: Remove the power cable from the power supplies prior to removing 
the power supply module itself. Power must not be connected prior to insertion in 
the chassis.

Ventilation System

Two internal fans in a single field replaceable unit (FRU) cool the Dell EMC 
Networking N3132PX-ON Series switches.

Information Tag

The back panel includes a slide-out label panel that contains system 
information, such as the Service Tag, MAC address, and so on.

LED Definitions
Each port on a N3132PX-ON Series switch includes two LEDs. One LED is 
on the left side of the port, and the second LED is on the right side of the 
port. This section describes the LEDs on the switch ports.
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Port LEDs

Each 100/1000/10000BASE-T port has two LEDs. Figure 3-25 illustrates the 
100/1000/10000BASE-T port LEDs.

Figure 3-25. 100/1000/10000BASE-T Port LEDs 

Table 3-39, Table 3-40, and Table 3-41 show the port LED definitions.

Table 3-39. 100/1000/10000BASE-T Port LED Definitions

LED Color Definition

Link/SPD LED Off There is no link.

Solid yellow The port is operating at 10/100 Mbps.

Solid green The port is operating at 1000 Mbps.

Activity LED 
(on non-PoE 
switches)

Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.

Activity/PoE 
LED (on PoE 
switches)

Off There is no current transmit/receive activity 
and PoE power is off.

Blinking green The port is actively transmitting/receiving and 
PoE power is off.

Blinking yellow The port is actively transmitting/receiving and 
PoE power is on.

Solid yellow There is no current transmit/receive activity 
and PoE power is on.

Link/SPD Activity
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Table 3-40. 50000BASE-T Port LED Definitions

LED Color Definition

Link/SPD LED
(Left bi-color 
LED)

Off There is no link.

Solid green The port is operating at 2.5/5 Gbps.

Solid amber The port is operating at 100 Mbps or 1 Gbps.

Activity/PoE 
LED
(Right bi-color 
LED)

Off There is no current transmit/receive activity 
and PoE power is off.

Blinking green The port is actively transmitting/receiving and 
PoE power is off.

Blinking yellow The port is actively transmitting/receiving and 
PoE power is on.

Solid yellow There is no current transmit/receive activity 
and PoE power is on.

Table 3-41. SFP+ Port LED Definitions

LED Color Definition

Link/SPD LED
(Left bi-color 
LED)

Off There is no link.

Solid green The port is operating at 10 Gbps.

Solid amber The port is operating at 1 Gbps.

Activity LED
(Right single-
color LED)

Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.
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Module Bay LEDs

The following tables describe the purpose of each of the module bay LEDs 
when a QSFP or a Stacking module is installed.

Out-of-Band Port and Console Port LEDs

Table 3-44 shows the OOB port LED definitions, and Table 3-45 shows the 
console port LED definitions.

Table 3-42. QSFP Module LED Definitions

LED Color Definition

Link/SPD LED Off There is no link.

Solid green The port is operating at 40 Gbps.

Activity LED Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.

Table 3-43. Stacking Module Port LED Definitions

LED Color Definition

Link LED Off There is no link.

Solid green The port detects a link.

Activity LED Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.

Table 3-44. OOB Port LED Definitions

LED Color Definition

Link/SPD LED Off There is no link.

Solid green The port is actively transmitting/receiving at 
1000 Mbps.

Solid amber The port is actively transmitting/receiving at 
10/100 Mbps.

Activity LED Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.
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System LEDs

The system LEDs, located on the front panel, provide information about the 
power supplies, thermal conditions, and diagnostics.

Table 3-46 shows the System LED definitions for the Dell EMC Networking 
N3132PX-ON Series switches.

Table 3-45. Console Port LED Definitions

LED Color Definition

Link/SPD LED Off There is no link.

Solid green A link is present.

Table 3-46. System LED Definitions

LED Color Definition

Status Solid green Normal operation.

Blinking green The switch is booting

Solid red A critical system error has occurred.

Blinking red A noncritical system error occurred (fan or power 
supply failure).

Power 1,

Power 2

Off There is no power or the switch has experienced a 
power failure.

Solid green Power to the switch is on.

Blinking green The switch locator function is enabled.

Fan Solid green The fan is powered and is operating at the expected 
RPM.

Solid red A fan failure has occurred.

Stack 
Master

Off The switch is in stand-alone mode.

Solid green The switch is master for the stack.

Temp Solid green The switch is operating below the threshold 
temperature.

Solid red The switch temperature exceeds the threshold of 75°C.

Stack No. – Switch ID within the stack.
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Power Consumption for PoE Switches
Table 3-47 shows power consumption data for the PoE-enabled N3132PX-ON 
switch when the power budget is 500W for one 715W power supply. 

Table 3-48 shows power consumption data for the PoE-enabled N3132PX-ON 
switch when the power budget is 1200W for two 715W power supplies.

Table 3-47.  Power Consumption

Model Input Voltage Power Supply 
Configuration

Maximum Steady 
Current 
Consumption (A)

Max Steady 
Power (W)

Dell EMC 
Networking 
N3132PX-ON

100V/60Hz One 715W 6.47A 647.3W

110V/60Hz One 715W 5.79A 636.1W

120V/60Hz One 715W 5.12A 611.9W

220V/50Hz One 715W 2.85A 621.7W

240V/50Hz One 715W 2.62A 618.7W

Table 3-48.  Power Consumption

Model Input Voltage Power Supply 
Configuration

Maximum Steady 
Current 
Consumption (A)

Max Steady 
Power (W)

Dell EMC 
Networking 
N3132PX-ON

100V/60Hz Two 715W 14.37A 1429.8W

110V/60Hz Two 715W 12.95A 1417.6W

120V/60Hz Two 715W 11.78A 1409.1W

220V/50Hz Two 715W 6.35A 1374.8W

240V/50Hz Two 715W 5.84A 1372.5W
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Table 3-49 shows power consumption data for the PoE-enabled N3132PX-ON 
switch when the power budget is 750W for one 1100W power supply.

Table 3-50 shows power consumption data for the PoE-enabled N3132PX-ON 
switch when the power budget is 1700W for two 1100W power supplies.

Table 3-49.  Power Consumption

Model Input Voltage Power Supply 
Configuration

Maximum Steady 
Current 
Consumption (A)

Max 
Steady 
Power (W)

Dell EMC 
Networking 
N3132PX-ON

100V/60Hz One 1100W 9.41A 937.1W

110V/60Hz One 1100W 8.48A 929.7W

120V/60Hz One 1100W 7.69A 918.3W

220V/50Hz One 1100W 4.16A 904.3W

240V/50Hz One 1100W 3.81A 902.3W

Table 3-50.  Power Consumption

Model Input Voltage Power Supply 
Configuration

Maximum Steady 
Current 
Consumption (A)

Max 
Steady 
Power (W)

Dell EMC 
Networking 
N3132PX-ON

100V/60Hz Two 1100W 19.16A 1911.2W

110V/60Hz Two 1100W 17.24A 1892W

120V/60Hz Two 1100W 15.68A 1873W

220V/50Hz Two 1100W 8.37A 1819W

240V/50Hz Two 1100W 7.7A 1819.2W



Hardware Overview 175

Table 3-51 shows power consumption data for the PoE-enabled N3132PX-ON 
switch when the power budget is 1440W for one 1100W power supply + one 
715W power supply.

PoE Power Budget Limit
The PoE power budget for each interface is controlled by the switch firmware. 
The administrator can limit the power supplied on a port or prioritize power 
to some ports over others. Table 3-38 shows the power budget data.

Table 3-51.  Power Consumption

Model Input Voltage Power Supply 
Configuration

Maximum Steady 
Current 
Consumption (A)

Max 
Steady 
Power (W)

Dell EMC 
Networking 
N3132PX-ON

100V/60Hz 1100W + 715W 17.51A 1748W

110V/60Hz 1100W + 715W 15.7A 1722.3W

120V/60Hz 1100W + 715W 14.36A 1704.2W

220V/50Hz 1100W + 715W 7.63A 1663.1W

240V/50Hz 1100W + 715W 6.99A 1656.3W

Table 3-52. Dell EMC Networking N3132PX-ON PoE Power Budget Limit

One PSU Two PSUs

Model Name Max. PSU 
Output Ability

PoE+ Power 
Turn-on Limitation

Max. PSUs 
Output Ability

PoE+ Power 
Turn-on Limitation

Dell EMC 
Networking 
N3132PX-ON

715W Power budget is 
500W: 

The total PoE 
supplied power 
must not exceed 
500W.

715W Power budget is 
1200W:

All PoE+ ports can 
supply maximum 
power.
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Dell EMC Networking N4000 Series Switch 
Hardware

This section contains information about device characteristics and modular 
hardware configurations for the Dell EMC Networking N4000 Series 
switches. 

Front Panel
The Dell EMC Networking N4000 Series front panel includes the following 
features:

• Switch ports

• Module bay that supports the following modules:

– 2 x 40 Gig QSFP (each QSFP may be configured as 4 x 10 Gig ports)

– 4 x SFP+ module

– 4 x 10GBASE-T module

See "Hot-Pluggable Interface Modules" on page 178 for more information.

• USB port

• Reset button

• Port and system LEDs

• Stack LED

The Dell EMC Networking N4032 front panel provides 24 x 10GbE copper 
ports that support up to 100M of CAT-6A UTP cabling. The Dell EMC 
Networking N4032F provides 24 SFP+ ports supporting SFP+ and SFP 
transceivers.

NOTE: Both the Dell EMC Networking PC8100 and N4000 Series switches can 
run firmware versions 6.0.0.8 and beyond. The Dell EMC Networking N4000 Series 
switches cannot run firmware prior to version 6.0.0.8.
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Figure 3-26. Dell EMC Networking N4032 Front Panel

Figure 3-27. Dell EMC Networking N4032F Front Panel

Dell EMC Networking N4032 and N4032F switches can be stacked with 
other Dell EMC Networking N4000 Series switches using 10G or 40G SFP+ 
or QSFP modules in the module bay.

The Dell EMC Networking N4064 front panel provides 48 x 10GbE copper 
ports and two fixed QSFP ports, each supporting 4 x 10G or 1 x 40G 
connections. The Dell EMC Networking N4064F front panel provides 48 
SFP+ ports supporting SFP+ and SFP transceivers plus two fixed QSFP 
ports, each supporting 4 x 10G or 1 x 40G connections.

All Dell EMC Networking N4000 Series ports operate in full-duplex mode 
only. The copper ports require that auto-negotiation be enabled. Auto-
negotiation should be disabled for Dell EMC Networking N4000 Series SFP+ 
ports and enabled for SFP+ ports with SFP transceivers installed.

10GbE Copper Ports Module bay

USB port

10GbE Fiber Ports Module bay

USB port
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Figure 3-28. Dell EMC Networking N4064 Front Panel

Figure 3-29. Dell EMC Networking N4064F Front Panel

The Dell EMC Networking N4064 and N4064F switches can be stacked with 
other Dell EMC Networking N4000 Series switches using the 10G or 40G 
SFP+ or QSFP modules in the module bay or fixed QSFP ports.

Hot-Pluggable Interface Modules

The Dell EMC Networking N4032, N4032F, N4064, and N4064F switches 
support the following hot-pluggable interface modules:

• N4000-QSFP — 2 x 40G QSFP port module - defaults to 2 x 40G

• N4000-SFP+ — 4 x SFP+ port module - defaults to 4 x 10G mode

• N4000-10GBT — 4 x 10GBASE-T ports module - defaults to 4 x 10G 
mode

10GbE Copper Ports USB port Fixed QSFP 
ports

Module bay

10GbE Fiber Ports Fixed QSFP 
ports

Module bay

USB port
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• Blank module — defaults to 10G mode

A reboot is not necessary when a hot-pluggable Ethernet module is replaced 
with an Ethernet module of different type. Issue the no slot command after 
removing the module and prior to installing the new module. Plug-in 
modules with any port configured as a stacking port are not hot-swappable. 

A no slot command must be executed prior to inserting the new Ethernet 
module. Changing the role of a port from stacking to Ethernet or vice-versa 
requires a switch reboot.

If a no slot command is not issued prior to inserting a module, a message 
such as the following will appear: 
Card Mismatch: Unit:1 Slot:1 Inserted-Card: Dell 2 Port QSFP 
Expansion Card Config-Card: Dell 4 Port 10GBase-T Expansion Card

The following sections provides details on each module.

Quad-Port SFP (QSFP) Uplink Module

The QSFP module supports features four ports that support 10G SFP+ 
transceivers. The QSFP module supports the following features:

• Four 10G ports with quad-breakout/QBO cable or one 40G port 

• Front-panel port status LEDs

The QSFP interfaces can be used for stacking. Stacking is supported at 
distances of up to 100M.

Quad-Port SFP+ Uplink Module

The N4000-SFP+ module features four SFP+ ports, each providing the 
following features: 

• SFP+ optical interfaces

• SFP+ copper twinax interface

• Front-panel port status LEDs

The SFP+ connections can be used for stacking. Stacking is supported at 
distances of up to 100M.

10GBASE-T Copper Uplink Module

The 10GBASE-T copper module features four copper ports that can support 
10GbE/1GbE/100MbE switching and provides following features: 
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• Complies with IEEE802.3z, IEEE 802.3, IEEE802.3u, IEEE802.3ab, 
IEEE802.3az, IEEE802.3an

• Four 10GBASE-T/1GBASE-T/100MBASE-T copper ports.

• front-panel port status LEDs

USB Port

The Type-A, female USB port supports a USB 2.0-compliant flash memory 
drive. The Dell EMC Networking N4000 Series switch can read or write to a 
flash drive with a single partition formatted as FAT-32. Use a USB flash drive 
to copy switch configuration files and images between the USB flash drive 
and the switch. The USB flash drive may be used to move and copy 
configuration files and images from one switch to other switches in the 
network. Deletion of files on the USB drive is not supported.

The USB port does not support any other type of USB device.

Port and System LEDs

The front panel contains light emitting diodes (LEDs) to indicate port status.

For information about the status that the LEDs indicate, see "LED 
Definitions" on page 182.

SFP+ and QSFP+ Ports

SFP+ and QSFP+ ports support Dell EMC-qualified transceivers. The 
default behavior is to log a message and generate an SNMP trap on insertion 
or removal of an optic that is not qualified by Dell EMC. This message and 
trap can be suppressed by using the service unsupported-transceiver 
command.

Back Panel
The Dell EMC Networking N4000 Series back panel has the following 
features:

• Console port

• Out-of-band management port

• Power Supplies

• Ventilation System
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The following image shows the back panel of the Dell EMC Networking 
N4000 Series switches.

Figure 3-30. Dell EMC Networking N4000 Series Back Panel

Console Port

The console port is for management through a serial interface. This port 
provides a direct connection to the switch and provides access to the CLI 
from a console terminal connected to the port through the provided serial 
cable (RJ-45 to female DB-9 connectors).

The console port supports asynchronous data of eight data bits, one stop bit, no 
parity bit, and no flow control. The default BAUD is 9600 bps. 

Out-of-Band Management Port

The Out-of-Band (OOB) management port is a 10/100/1000BASE-T 
Ethernet port connected directly to the switch CPU and dedicated to switch 
management. Traffic on this port is segregated from operational network 
traffic on the switch ports and cannot be switched or routed to or from the 
operational network. In addition, ACLs (including management ACLS), do 
not operate on the out-of-band port. Only connect the out-of-band port to a 
physically secure network.

AC powerAC power OOB Ethernet port

RJ-45 serial console port

Fans
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Power Supplies

Each Dell EMC Networking N4000 Series switch has two power supplies for 
redundant or loadsharing operation. Each power supply can support 300W. 

Ventilation System

The Dell EMC Networking N4000 Series switches have two fans. Each switch 
also has four thermal sensors and a fan speed controller, which can be used to 
control FAN speeds. Verify operation by observing the LEDs.

LED Definitions
This section describes the LEDs on the front and back panels of the switch.

Port LEDs

Each port on a Dell EMC Networking N4000 Series switch includes two 
LEDs. One LED is on the left side of the port, and the second LED is on the 
right side of the port. This section describes the LEDs on the switch ports.

100/1000/10000BASE-T Port LEDs

Each 100/1000/10000BASE-T port has two LEDs. Figure 3-31 illustrates the 
100/1000/10000BASE-T port LEDs.

Figure 3-31. 100/1000/10000BASE-T Port LEDs 

 

CAUTION: Remove the power cable from the modules prior to removing the 
module itself. Power must not be connected prior to insertion in the chassis.

Link Activity
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Table 3-53 shows the 100/1000/10000BASE-T port LED definitions.

Module Bay LEDs

The following tables describe the purpose of each of the module bay LEDs 
when SFP+, 10GBASE-T, and QSFP modules are used.

Table 3-53. 100/1000/10000BASE-T Port LED Definitions

LED Color Definition

Link LED Off There is no link.

Solid green The port is operating at 10 Gbps.

Solid amber The port is operating at 100/1000 Mbps.

Activity LED Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.

Table 3-54. SFP+ Module LED Definitions

LED Color Definition

Link LED Off There is no link.

Solid green The port is operating at 10 Gbps.

Solid amber The port is operating at 100/1000 Mbps.

Activity LED Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.

Table 3-55. 10GBASE-T Module LED Definitions

LED Color Definition

Link LED Off There is no link.

Solid green The port is operating at 10 Gbps.

Solid amber The port is operating at 100/1000 Mbps.

Activity LED Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.
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Out-of-Band Ethernet Management Port LEDs

Table 3-57 shows the LED definitions for the OOB Ethernet management 
port.

Table 3-56. QSFP Module LED Definitions

LED Color Definition

Link LED Off There is no link.

Solid green The port is operating at 40 Gbps.

Solid amber The port is operating at other speeds.

Activity LED Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.

Table 3-57. OOB Ethernet Management Port LED Definitions

LED Color Definition

Link LED Off There is no link.

Solid green The port is operating at 1000 Mbps.

Solid amber The port is operating at 10/100 Mbps.

Activity LED Off There is no current transmit/receive activity.

Blinking green The port is actively transmitting/receiving.



Hardware Overview 185

System LEDs

The system LEDs, located on the front panel, provide information about the 
power supplies, thermal conditions, and diagnostics.

Table 3-58 shows the System LED definitions for the Dell EMC Networking 
N4000 Series switches.

Table 3-58. System LED Definitions—Dell EMC Networking N4000 Series Switches

LED Color Definition

System Blinking blue The switch is booting

Solid red A critical system error has occurred.

Blinking red A noncritical system error occurred (fan or power 
supply failure).

Temp Off The switch is operating at normal temperature.

Solid amber The thermal sensor’s system temperature threshold of 
75°C has been exceeded.

Diag Off The switch is operating normally

Blinking green A diagnostic test is running.

Fan Solid green The fan is powered and is operating at the expected 
RPM.

Solid red A fan failure has occurred.

Stack Solid blue The switch is in stacking master mode.

Solid amber The switch is in stacking slave mode.

Off The switch is in stand-alone mode.

Locator Blinking green The locator function is enabled.

Solid green The locator function is disabled.
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Switch MAC Addresses
The switch allocates MAC addresses from the Vital Product Data information 
stored locally in flash. MAC addresses are used as follows:

Shown below are three commands that display the MAC addresses used by 
the switch:
console#show system

System Description: Dell Ethernet Switch
System Up Time: 0 days, 00h:05m:11s
System Contact:
System Name:
System Location:
Burned In MAC Address: 001E.C9F0.004D
System Object ID: 1.3.6.1.4.1.674.10895.3042
System Model ID: N4032
Machine Type: N4032
Temperature Sensors:

Unit     Description       Temperature    Status
                           (Celsius)
----     -----------       -----------    ------
1        MAC               32             Good
1        CPU               31             Good
1        PHY (left side)   26             Good
1        PHY (right side)  29             Good

Fans:

Unit     Description    Status
----     -----------    ------
 1       Fan 1          OK
 1       Fan 2          OK
 1       Fan 3          OK
 1       Fan 4          OK
 1       Fan 5          OK
 1       Fan 6          No Power

Table 3-59. MAC Address Use

Base Switch address, layer 2

Base + 1 Out-of-band port (not available on Dell EMC Networking 
N1100-ON/N1500/N2000/N2100-ON Series switches)

Base + 3 Layer 3
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Power Supplies:

Unit  Description    Status     Average     Current          Since
                                 Power       Power         Date/Time
                                (Watts)     (Watts)
----  -----------  -----------  ----------  --------  -------------------
1     System       OK           42.0        43.4
1     Main         OK           N/A         N/A       04/06/2001 16:36:16
1     Secondary    No Power     N/A         N/A       01/01/1970 00:00:00

USB Port Power Status:
----------------------
Device Not Present

console#show ip interface out-of-band

IP Address..................................... 10.27.21.29
Subnet Mask.................................... 255.255.252.0
Default Gateway................................ 10.27.20.1
Configured IPv4 Protocol....................... DHCP
Burned In MAC Address.......................... 001E.C9F0.004E

console#show ip interface vlan 1

Routing Interface Status....................... Down
Primary IP Address............................. 1.1.1.2/255.255.255.0
Method......................................... Manual
Routing Mode................................... Enable
Administrative Mode............................ Enable
Forward Net Directed Broadcasts................ Disable
Proxy ARP...................................... Enable
Local Proxy ARP................................ Disable
Active State................................... Inactive
MAC Address.................................... 001E.C9F0.0050
Encapsulation Type............................. Ethernet
IP MTU......................................... 1500
Bandwidth...................................... 10000 kbps
Destination Unreachables....................... Enabled
ICMP Redirects................................. Enabled
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4
Using Dell EMC OpenManage 
Switch Administrator
Dell EMC Networking N-Series Switches
This section describes how to use the Dell EMC OpenManage Switch 
Administrator application. The topics covered in this section include:

• About Dell EMC OpenManage Switch Administrator

• Starting the Application

• Understanding the Interface

• Using the Switch Administrator Buttons and Links

• Defining Fields

About Dell EMC OpenManage Switch 
Administrator
Dell EMC OpenManage Switch Administrator is a web-based tool for 
managing and monitoring Dell EMC Networking N-Series switches. 
Table 4-1 lists the web browsers that are compatible with Dell EMC 
OpenManage Switch Administrator. The browsers have been tested on a PC 
running the Microsoft Windows operating system.

Table 4-1. Compatible Browsers

Browser Version

Internet Explorer v9

Mozilla Firefox v14

Safari v5.0

Chrome v21

NOTE: Additional operating systems and browsers might be compatible but have 
not been explicitly tested with Dell EMC OpenManage Switch Administrator.
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Starting the Application
To access the Dell EMC OpenManage Switch Administrator and log on to 
the switch:

1 Open a web browser. 

2 Enter the IP address of the switch in the address bar and press <Enter>.

For information about assigning an IP address to a switch, see "Setting the 
IP Address and Other Basic Network Information" on page 209.

3 When the Login window displays, enter a username and password. 
Passwords and usernames are both case sensitive and alpha-numeric.

Figure 4-1. Login Screen

NOTE: The switch is not configured with a default user name or password. 
The administrator must connect to the CLI by using the console port to 
configure the initial user name and password. For information about 
connecting to the console, see "Console Connection" on page 197. For 
information about creating a user and password, see "Authentication, 
Authorization, and Accounting" on page 275.
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4 Click Submit.

5 The Dell EMC OpenManage Switch Administrator home page displays.

The home page is the Device Information page, which contains a 
graphical representation of the front panel of the switch. For more 
information about the home page, see "Device Information" on page 414.

Understanding the Interface
The Dell EMC OpenManage Switch Administrator interface contains the 
following components:

• Navigation panel — Located on the left side of the page, the navigation 
pane provides an expandable view of features and their components.

• Configuration and status options — The main panel contains the fields 
used to configure and monitor the switch. 

• Page tabs — Some pages contain tabs that allow the administrator to 
access additional pages related to the feature.

• Command buttons — Command buttons are located at the bottom of the 
page. Use the command buttons to submit changes, perform queries, or 
clear lists.

• Save, Print, Refresh, and Help buttons — These buttons appear on the 
top-right side of the main panel and are on every page.

• Support, About, and Logout links — These links appear at the top of every 
page.
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Figure 4-2. Switch Administrator Components

Navigation Panel Page Tabs Links Save, Print, Refresh, Help

Configuration and Status Options Command Button



Using Dell EMC OpenManage Switch Administrator 193

Using the Switch Administrator Buttons and Links
Table 4-2 describes the buttons and links available from the Dell EMC 
OpenManage Switch Administrator interface.

Table 4-2. Button and Link Descriptions 

Button or Link Description

Support Opens the Dell Support page at www.dell.com/support.

About Contains the version and build number and Dell copyright 
information.

Log Out Logs out of the application and returns to the login screen.

Save Saves the running configuration to the startup configuration. 
When a user clicks Apply, changes are saved to the running 
configuration. When the system boots, it loads the startup 
configuration. Any changes to the running configuration that were 
not saved to the startup configuration are lost across a power cycle.

Print Opens the printer dialog box that enables printing the current 
page. Only the main panel prints.

Refresh Refreshes the screen with the current information.

Help Online help that contains information to assist in configuring and 
managing the switch. The online help pages are context sensitive. 
For example, if the IP Addressing page is open, the help topic for 
that page displays if the user clicks Help.

Apply Updates the running configuration on the switch with the changes. 
Configuration changes take effect immediately.

Clear Resets statistic counters and log files to the default configuration.

Query Queries tables.

Left arrow and 
Right arrow

Moves information between lists.

NOTE: A few pages contain a button that occurs only on that page. Page-specific 
buttons are described in the sections that pertain to those pages.

http://support.dell.com
http://dell.com/support
http://www.dell.com/support
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Defining Fields
User-defined fields can contain 1–159 characters, unless otherwise noted on 
the Dell EMC OpenManage Switch Administrator web page.

All characters may be used except for the following:

• \

• /

• :

• *

• ?

• <

• >

• |

Understanding the Device View
The Device View shows various information about switch. This graphic 
appears on the Dell EMC OpenManage Switch Administrator Home page, 
which is the page that displays after a successful login. The graphic provides 
information about switch ports and system health. 

Figure 4-3. Dell EMC Networking N3048 Device View

Using the Device View Port Features
The switching-port coloring indicates if a port is currently active. Green 
indicates that the port has a link, red indicates that an error has occurred on 
the port, and blue indicates that the link is down. Ethernet ports configured 
for stacking show as gray. Each port image is a hyperlink to the Port 
Configuration page for the specific port.
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Using the Device View Switch Locator Feature
The Device View graphic includes a Locate button and a drop-down menu of 
timer settings. When the user clicks Locate, the switch locator LED blinks 
for the number of seconds selected from the timer menu. The blinking LED 
can help the administrator or a technician near the switch identify the 
physical location of the switch within a room or rack full of switches. After the 
user clicks the Locate button, it turns green on the screen and remains green 
while the LED is blinking. For information about the locator LED on a 
specific switch, including color and physical placement, see the hardware 
description for the switch model in "Hardware Overview" on page 113. 

NOTE: The locate command in the CLI can be used to enable the locator LED.
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5
Using the Command-Line Interface
Dell EMC Networking N-Series Switches
This section describes how to use the Command-Line Interface (CLI) on 
Dell EMC Networking N-Series switches.

The topics covered in this section include:

• Accessing the Switch Through the CLI

• Understanding Command Modes

• Entering CLI Commands

Accessing the Switch Through the CLI
The CLI provides a text-based way to manage and monitor the Dell EMC 
Networking N-Series switches. The CLI can be accessed using a direct 
connection to the console port or by using a Telnet or SSH client.

To access the switch by using Telnet or Secure Shell (SSH), the switch must 
have an IP address, and the management station used to access the device 
must be able to ping the switch IP address.

For information about assigning an IP address to a switch, see "Setting the IP 
Address and Other Basic Network Information" on page 209.

Console Connection
Use the following procedures to connect to the CLI by connecting to the 
console port. For more information about creating a serial connection, see the 
Getting Started Guide available at www.dell.com/support.

1 Connect the DB-9 connector of the supplied serial cable to a management 
station, and connect the RJ-45 connector to the switch console port. The 
N1100-ON switches utilize a USB cable to access the console.

On Dell EMC Networking N1500, N2000, N2100-ON, N3000 and 
N3100-ON Series switches, the console port is located on the right side of 
the front panel and is labeled with the |O|O| symbol. On the Dell EMC 
Networking N4000 Series switches, it is located on the back panel above 

http://dell.com/support
http://www.dell.com/support
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the OOB Ethernet port. On the N1100-ON Series switches, the USB 
console port is located in the bottom right corner of the front panel.

2 Start the terminal emulator, such as Microsoft HyperTerminal, and select 
the appropriate serial port (for example, COM 1) to connect to the 
console.

3 Configure the management station serial port with the following settings:

• Data rate — 9600 BAUD (115,200 for the N1100-ON, N2128PX-ON, 
N3048EP-ON, and N3132PX-ON switches).

• Data format — 8 data bits

• Parity — None

• Stop bits — 1

• Flow control — None

4 Power on the switch (or stack). 

After the boot process completes, the console> prompt displays, and 
CLI commands can be entered.

Telnet Connection
Telnet is a terminal emulation TCP/IP protocol. ASCII terminals can be 
virtually connected to the local device through a TCP/IP protocol network. 

Telnet connections are enabled by default, and the Telnet port number is 23. 
All CLI commands can be used over a Telnet session. Use the terminal 
monitor command to receive asynchronous notification of system events in 
the telnet session.

NOTE: For a stack of switches, be sure to connect to the console port on the 
Master switch. The Master LED is illuminated on the stack Master. 
Alternatively, use the connect command to access the console session.

NOTE: By default, no authentication is required for console access. 
However, if an authentication method has been configured for console port 
access, the User: login prompt displays.
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To connect to the switch using Telnet, the switch must have an IP address, 
and the switch and management station must have network connectivity. Any 
Telnet client on the management station can be used to connect to the 
switch.

A Telnet session can also be initiated from the Dell EMC OpenManage 
Switch Administrator. For more information, see "Initiating a Telnet Session 
from the Web Interface" on page 453.

Understanding Command Modes
The CLI groups commands into modes according to the command function. 
Each of the command modes supports specific software commands. The 
commands in one mode are not available until the user switches to that 
particular mode, with the exception of the User Exec mode commands. The 
User Exec mode commands can be executed in the Privileged Exec mode. 

To display the commands available in the current mode, enter a question 
mark (?) at the command prompt. In each mode, a specific command is used 
to navigate from one command mode to another. 

The main command modes include the following: 

• User Exec (0) — Commands in this mode permit connecting to remote 
devices, changing terminal settings on a temporary basis, performing basic 
tests, and listing limited system information.

• Privileged Exec (1) — Commands in this mode enable viewing all switch 
settings and entering Global Configuration mode. 

• Global Configuration (15) — Commands in this mode manage the device 
configuration on a global level and apply to system features, rather than to 
a specific protocol or interface. 

• Interface Configuration (15) — Commands in this mode configure the 
settings for a specific interface or range of interfaces. 

• VLAN Configuration (15) — Commands in this mode create and remove 
VLANs and configure IGMP/MLD Snooping parameters for VLANs.

NOTE: SSH, which is more secure than Telnet, is disabled by default.
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The CLI includes many additional command modes. For more information 
about the CLI command modes, including details about all modes, see the 
CLI Reference Guide.

Table 5-1 describes how to navigate between CLI Command Mode and lists 
the prompt that displays in each mode.

Table 5-1. Command Mode Overview 

Command Mode Access Method Command Prompt Exit or Access 
Previous Mode

User Exec The user is 
automatically in 
User Exec mode 
unless the user is 
defined as a 
privileged user.

console> logout

Privileged Exec From User Exec 
mode, enter the 
enable 
command 

console# Use the exit 
command, or press 
Ctrl-Z to return to 
User Exec mode.

Global 
Configuration 

From Privileged 
Exec mode, use 
the configure 
command.

console(config)# Use the exit 
command, or press 
Ctrl-Z to return to 
Privileged Exec 
mode.

Interface 
Configuration

From Global 
Configuration 
mode, use the 
interface 
command and 
specify the 
interface type 
and ID.

console(config-if)# To exit to Global 
Configuration 
mode, use the exit 
command, or press 
Ctrl-Z to return to 
Privileged Exec 
mode.
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Entering CLI Commands
The switch CLI provides several techniques to help users enter commands.

Using the Question Mark to Get Help
Enter a question mark (?) at the command prompt to display the commands 
available in the current mode.
console(config-vlan)#?

exit          To exit from the mode.
help          Display help for various special keys.
ip            Configure IP parameters.
ipv6          Configure IPv6 parameters.
protocol      Configure the Protocols associated with 
              particular Group Ids.
vlan          Create a new VLAN or delete an existing 
              VLAN.

Enter a question mark (?) after entering each word to display available 
command keywords or parameters.
console(config)#vlan ?

<vlan-list>    <1-4093> - separate non-consecutive IDs with ',' and
               no spaces; Use '-' for range.
makestatic     Change the VLAN type from 'Dynamic' to 'Static'.
protocol       Configure the protocol based VLAN settings.

If there are no additional command keywords or parameters, or if additional 
parameters are optional, the following message appears in the output:
<cr>          Press enter to execute the command.

Typing a question mark (?) after one or more characters of a word shows the 
available command or parameters that begin with the characters, as shown in 
the following example:
console#show po?

policy-map               port                     ports
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Using Command Completion
The CLI can complete partially entered commands when the <Tab> or 
<Space> key are pressed. 
console#show run<Tab>
console#show running-config

If the characters entered are not enough for the switch to identify a single 
matching command, continue entering characters until the switch can 
uniquely identify the command. Use the question mark (?) to display the 
available commands matching the characters already entered.

Entering Abbreviated Commands
To execute a command, enter enough characters so that the switch can 
uniquely identify a command. For example, to enter Global Configuration 
mode from Privileged Exec mode, enter conf instead of configure.
console#conf

console(config)#

Negating Commands
For many commands, the prefix keyword no is entered to cancel the effect of 
a command or reset the configuration to the default value. Many 
configuration commands have this capability. 

Command Output Paging
Lines are printed on the screen up to the configured terminal length limit 
(default 24). Use the space bar to show the next page of output or the carriage 
return to show the next line of output. Setting the terminal length to zero 
disables paging. Command output displays until no more output is available.
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Understanding Error Messages
If a command is entered and the system is unable to execute it, an error 
message appears. Table 5-2 describes the most common CLI error messages.

If you attempt to execute a command and receive an error message, use the 
question mark (?) to help determine the possible keywords or parameters that 
are available.

Recalling Commands from the History Buffer
Every time a command is entered in the CLI, it is recorded in an internally 
managed Command History buffer. By default, the history buffer is enabled 
and stores the last 10 commands entered. These commands can be recalled, 
reviewed, modified, and reissued. This buffer is not preserved after switch 
resets.

Table 5-2. CLI Error Messages

Message Text Description

% Invalid input detected 
at '^' marker.

Indicates that an incorrect or unavailable 
command was entered. The carat (^) shows 
where the invalid text is detected. This message 
also appears if any of the parameters or values are 
not recognized.

Command not found / 
Incomplete command. 
Use ? to list commands.

Indicates that the required keywords or values 
were not entered.

Ambiguous command Indicates that not enter enough letters were 
entered to uniquely identify the command.

Table 5-3. History Buffer Navigation

Keyword Source or Destination

Up-arrow key or 
<Ctrl>+<P>

Recalls commands in the history buffer, beginning with the most 
recent command. Repeats the key sequence to recall successively 
older commands. 

Down-arrow key or 
<Ctrl>+<N>

Returns to more recent commands in the history buffer after 
recalling commands with the up-arrow key. Repeating the key 
sequence recalls more recent commands in succession.
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6
Default Settings
This section describes the default settings for many of the software features 
on the Dell EMC Networking N-Series switches.

Table 6-1. Default Settings 

Feature Default

IP address DHCP on OOB interface, if equipped. DHCP 
on VLAN1 if no OOB interface

Subnet mask None

Default gateway None

DHCP client Enabled on out-of-band (OOB) interface or 
VLAN 1 if no OOB interface.

VLAN 1 Members All switch ports

SDM template Dual IPv4 and IPv6 routing

Users None

Minimum password length 8 characters

IPv6 management mode Enabled

SNTP client Disabled

Global logging Enabled

Switch auditing Enabled

CLI command logging Disabled

Web logging Disabled

SNMP logging Disabled

Console logging Enabled (Severity level: warnings and above)

Monitor logging: Disabled

Buffer (In-memory) logging Enabled (Severity level: informational and 
above)

Persistent (flash) logging Enabled (Severity level: emergencies and above)
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DNS Enabled (No servers configured)

SNMP Enabled (SNMPv1)

SNMP Traps Enabled

Auto Configuration Enabled

Auto Save Disabled

Stacking Enabled

Nonstop Forwarding on the Stack Enabled

sFlow Disabled

ISDP Enabled (Versions 1 and 2)

RMON Enabled

TACACS+ Not configured

RADIUS Not configured

SSH/SSL Disabled

Telnet Enabled

Denial of Service Protection Disabled

Captive Portal Disabled

IEEE 802.1X Authentication Disabled

Access Control Lists (ACL) None configured

IP Source Guard (IPSG) Disabled

DHCP Snooping Disabled

Dynamic ARP Inspection Disabled

Protected Ports (Private VLAN Edge) None

Energy Detect Mode Enabled

EEE Lower Power Mode Enabled

PoE Plus (POE switches) Auto

Flow Control Support (IEEE 802.3x) Enabled

Maximum Frame Size 1518 bytes

Table 6-1. Default Settings (Continued)

Feature Default
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Auto-MDI/MDIX Support Enabled

Auto-negotiation Enabled

Advertised Port Speed Maximum Capacity

Broadcast Storm Control Disabled

Port Mirroring Disabled

LLDP Enabled

LLDP-MED Disabled

Loop Protection Disabled

MAC Table Address Aging 300 seconds (Dynamic Addresses)

Cisco Protocol Filtering (LLPF) No protocols are blocked

DHCP Layer-2 Relay Disabled

Default VLAN ID 1

Default VLAN Name Default

GVRP Disabled

GARP Timers Leave: 60 centiseconds
Leave All: 1000 centiseconds
Join: 20 centiseconds

Interface Auto-Recovery (err-disable) Disabled for all causes

Voice VLAN Disabled

Guest VLAN Disabled

RADIUS-assigned VLANs Disabled

Double VLANs Disabled

Spanning Tree Protocol (STP) Enabled

STP Operation Mode IEEE 802.1w Rapid Spanning Tree

Optional STP Features Disabled

STP Bridge Priority 32768

Multiple Spanning Tree Disabled

Table 6-1. Default Settings (Continued)

Feature Default
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Link Aggregation No LAGs configured

LACP System Priority 1

Routing Mode Disabled

OSPF Admin Mode Disabled

OSPF Router ID 0.0.0.0

IP Helper and UDP Relay Disabled

RIP Disabled

VRRP Disabled

Tunnel and Loopback Interfaces None

IPv6 Routing Disabled

DHCPv6 Disabled

OSPFv3 Disabled

DiffServ Enabled

Auto VoIP Disabled

Auto VoIP Traffic Class 6

PFC Disabled; no classifications configured.

DCBx version Auto detect

iSCSI Enabled

MLD Snooping Enabled

IGMP Snooping Enabled

IGMP Snooping Querier Disabled

GMRP Disabled

IPv4 Multicast Disabled

IPv6 Multicast Disabled

OpenFlow Disabled

Table 6-1. Default Settings (Continued)

Feature Default
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7
Setting the IP Address and Other 
Basic Network Information
Dell EMC Networking N-Series Switches
This chapter describes how to configure basic network information for the 
switch, such as the IP address, subnet mask, and default gateway. The topics 
in this chapter include:

• IP Address and Network Information Overview

• Default Network Information

• Configuring Basic Network Information (Web)

• Configuring Basic Network Information (CLI)

• Basic Network Information Configuration Examples

IP Address and Network Information Overview

What Is the Basic Network Information?
The basic network information includes settings that define the Dell EMC 
Networking N-Series switches in relation to the network. Table 7-1 provides 
an overview of the settings this chapter describes.

Table 7-1. Basic Network Information 

Feature Description

IP Address On an IPv4 network, the a 32-bit number that uniquely 
identifies a host on the network. The address is 
expressed in dotted-decimal format, for example 
192.168.10.1. 

Subnet Mask Determines which bits in the IP address identify the 
network, and which bits identify the host. Subnet 
masks are also expressed in dotted-decimal format, for 
example 255.255.255.0.
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Additionally, this chapter describes how to view host name-to-IP address 
mappings that have been dynamically learned by the system.

Why Is Basic Network Information Needed?
Dell EMC Networking N-Series switches are layer-2/3 managed switches. To 
manage the switch remotely by using a web browser or Telnet client, the 
switch must have an IP address, subnet mask, and default gateway. A 
username and password is required to be able to log into the switch from a 
remote host. For information about configuring users, see "Authentication, 
Authorization, and Accounting" on page 275. If managing the switch by using 
the console connection only, configuring an IP address and user is not 
required. In this case, disabling the Telnet server using the no ip telnet 
command is recommended.

Configuring the DNS information, default domain name, and host name 
mapping help the switch identify and locate other devices on the network and 
on the Internet. For example, to upgrade the switch software by using a TFTP 

Default Gateway Typically a router interface that is directly connected to 
the switch and is in the same subnet. The switch sends 
IP packets to the default gateway when it does not 
recognize the destination IP address in a packet.

DHCP Client Requests network information from a DHCP server on 
the network. 

Domain Name System 
(DNS) Server

Translates hostnames into IP addresses. The server 
maintains a domain name databases and their 
corresponding IP addresses.

Default Domain Name Identifies your network, such as dell.com. If a 
hostname is entered without the domain name 
information, the default domain name is automatically 
appended to the hostname.

Host Name Mapping Allows statically mapping an IP address to a hostname. 

NOTE: The configuration example in this chapter includes commands to create 
an administrative user with read/write access.

Table 7-1. Basic Network Information (Continued)

Feature Description
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server on the network, the TFTP server must be identified. If configuring the 
switch to use a DNS server to resolve hostnames into IP addresses, it is 
possible to enter the hostname of the TFTP server instead of the IP address. 
It is often easier to remember a hostname than an IP address, and if the IP 
address is dynamically assigned, it might change from time-to-time.

How Is Basic Network Information Configured? 
A console-port connection is required to perform the initial switch 
configuration. When booting the switch for the first time, if there is no 
startup configuration file, the Dell Easy Setup Wizard starts. The Dell Easy 
Setup Wizard is a CLI-based tool to help the administrator perform the 
initial switch configuration. If no response to the Dell Easy Setup Wizard 
prompt is received within 60 seconds, the console> prompt appears, and 
the switch enters User Configuration mode.

For more information about performing the initial switch configuration by 
using the wizard, see the Getting Started Guide at www.dell.com/support.

If the wizard is not used to supply the initial configuration information, the 
administrator can manually enable the DHCP client on the switch to obtain 
network information from a DHCP server via the in-band ports or the out-of-
band port. Alternatively, the network configuration can be statically 
configured.

After configuring the switch with an IP address and creating a user account, 
continue to use the console connection to configure basic network 
information, or log on to the switch by using a Telnet client or a web browser. 
It is possible at this point to change the IP address information and configure 
additional network information from the remote system.

What Is Out-of-Band Management and In-Band Management?
The Dell EMC Networking N3000, N3100-ON, and N4000 Series switches 
have an external port intended solely for management of the switch. This port 
is the out-of-band (OOB) management port. Traffic received on the OOB 
port is never switched or routed to any in-band port and is not rate limited. 
Likewise, traffic received on any in-band port is never forwarded or routed 
over the OOB port. The only applications available on the OOB port are 
protocols required to manage the switch, for example Telnet, SSH, DHCP 
client, and TFTP. If using the out-of-band management port, it is strongly 

http://dell.com/support
http://www.dell.com/support
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recommended that the port be connected only to a physically isolated secure 
management network. The OOB port is a layer-3 interface that uses an 
internal non-user-configurable VLAN.

The out-of-band port is a logical management interface. The IP stack’s 
routing table contains both IPv4/IPv6 routes associated with these 
management interfaces and IPv4/IPv6 routes associated with routing 
interfaces. If routes to the same destination (such as a default route) are 
learned or configured on both the OOB interface and a routing interface, the 
routing interface route is preferred. If a directly connected subnet is 
configured on an out-of-band interface, it cannot also be configured on an in-
band interface. If a default gateway is configured on routing interfaces (front-
panel ports), then IP addresses not in the OOB port subnet will not be 
reachable via the OOB port. It is never recommended that the switch default 
gateway be configured on the out-of-band port subnet.

Dell recommends that, if used, the OOB port be used for remote 
management on a physically independent management network and be 
assigned an IP address from the non-routable private IP address space. The 
following list highlights some advantages of using OOB management instead 
of in-band management:

• Traffic on the OOB port is passed directly to the switch CPU, bypassing 
the switching silicon. The OOB port is implemented as an independent 
NIC, which allows direct access to the switch CPU from the management 
network.

• If the production network is experiencing problems, administrators can 
still access the switch management interface and troubleshoot issues.

• Because the OOB port is intended to be physically isolated from the 
production network or deployed behind a firewall, configuration options 
are limited to just those protocols needed to manage the switch. Limiting 
the configuration options makes it difficult to accidentally cut off 
management access to the switch.

Alternatively, network administrators may choose to manage their network via 
the production network. This is in-band management. Because in-band 
management traffic is mixed in with production network traffic, it is subject 
to all of the filtering rules usually applied on a switched/routed port, such as 
ACLs and VLAN tagging, and may be rate limited to protect against DoS 
attacks.
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The administrator can assign an IPv4 address or an IPv6 address to the OOB 
management port and to any VLAN. By default, all ports (other than the OOB 
port) are members of VLAN 1. If an IP address is assigned to VLAN 1, it is 
possible to connect to the switch management interface by using any of the 
front-panel switch ports. Assignment of an IP address to a VLAN associated to a 
front panel interface is required to manage the Dell EMC Networking, 
N1100-ON, N1500, N2000, and N2100-ON Series switches. The use of VLAN 
1 for switch administration presents some security risks. Alternatively, a 
management VLAN can be assigned as the native VLAN for a limited set of 
front-panel ports and an IP address can be assigned to that VLAN. The use of 
ACLs to restrict access to switch management is strongly recommended.

DHCP can be enabled on the OOB interface and VLAN interfaces 
simultaneously, or they can be configured with static information. To 
configure static address information on the default VLAN (or the 
management VLAN), set the IP address and subnet mask on the VLAN 
interface and configure a global default gateway for the switch to use front 
panel interfaces (not the OOB interface). If a default gateway is configured 
on routing interfaces (front-panel ports), then IP addresses not in the OOB 
port subnet will not be reachable via the OOB port. The switch sends the 
Vendor Class Identifier (Option 60) in the DHCP discover messages to assist 
DHCP server administrators in distinguishing Dell EMC switches from other 
devices in the network. This is a text string of the form "DellEMC;<switch 
model>;<firmware version>;<serial number>" where the switch model 
number is the specific switch model.

Adjusting the Management Interface MTU

When logging into the Dell EMC Networking N-Series switch using TCP, the 
switch negotiates the TCP Maximum Segment Size (MSS) using the 
minimum of the requested MSS or the MTU setting of the port. TCP packets 
are transmitted from the switch with the DF (Don't Fragment) bit set in 
order to receive notification of fragmentation from any transit routers. Upon 
receiving an ICMP Destination Unreachable, Fragmentation needed but DF 
set notification, the switch will reduce the MSS. However, many firewalls 
block ICMP Destination Unreachable messages, which causes the destination 
to request the packet again until the connection times out.

To resolve this issue, reduce the TCP MSS setting to a more appropriate value 
on the local host or alternatively, set the system MTU to a smaller value.



214 Setting Basic Network Information

Default Network Information

By default, no network information is configured. The DHCP client is 
enabled on the OOB interface by default on Dell EMC Networking N3000, 
N3100-ON, and N4000 Series switches. The DHCP client is enabled on 
VLAN 1 by default on the Dell EMC Networking, N1100-ON, N1500, N2000, 
and N2100-ON Series switches. DNS is enabled, but no DNS servers are 
configured. VLAN 1 does not have an IP address, subnet mask, or default 
gateway configured on Dell EMC Networking N3000, N3100-ON, and N4000 
Series switches.

NOTE: Dell EMC Networking, N1100-ON, N1500, N2000, and N2100-ON Series 
switches do not have an out-of-band interface.
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Configuring Basic Network Information (Web)
This section provides information about the OpenManage Switch 
Administrator pages for configuring and monitoring basic network 
information on the Dell EMC Networking N-Series switches. For details 
about the fields on a page, click at the top of the Dell EMC 
OpenManage Switch Administrator web page.

Out-of-Band Interface

Use the Out of Band Interface page to assign the out-of-band interface IP 
address and subnet mask or to enable/disable the DHCP client for address 
information assignment. DHCP is enabled by default on the OOB interface. 
The OOB interface must be configured on a subnet separate from the front-
panel port routing interfaces. The system default gateway must not share an 
address range/subnet with the OOB interface.

The out-of-band interface may also be assigned an IPv6 address, either 
statically or via DHCP. In addition, the out-of-band port may be assigned an 
IPv6 address via the IPv6 auto-configuration process.

To display the Out of Band Interface page, click System IP Addressing  
Out of Band Interface in the navigation panel.

NOTE: Dell EMC Networking, N1100-ON, N1500, N2000, and N2100-ON Series 
switches do not have an out-of-band interface.
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Figure 7-1. Out of Band Interface

To enable the DHCP client and allow a DHCP server on your network to 
automatically assign the network information to the OOB interface, select 
DHCP from the Protocol menu. If the network information is statically 
assigned, ensure that the Protocol menu is set to None.

IP Interface Configuration (Default VLAN IP Address)
Use the IP Interface Configuration page to assign the default VLAN IP 
address and subnet mask, the default gateway IP address, and to assign the 
boot protocol.

To display the IP Interface Configuration page, click Routing  IP  
IP Interface Configuration in the navigation panel.
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Figure 7-2. IP Interface Configuration (Default VLAN)

Assigning Network Information to the Default VLAN

To assign an IP Address and subnet mask to the default VLAN: 

1 From the Interface menu, select VLAN 1.

2 From the Routing Mode field, select Enable.

3 From the IP Address Configuration Method field specify whether to 
assign a static IP address (Manual) or use DHCP for automatic address 
assignment.

4 If Manual is selected for the configuration method, then the IP Address 
and Subnet Mask can be entered in the appropriate fields.

5 Click Apply.

NOTE: No additional fields on the page must be configured. For information 
about VLAN routing interfaces, see "Routing Interfaces" on page 1213.
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Route Entry Configuration (Switch Default Gateway)
Use the Route Entry Configuration page to configure the default gateway for 
the switch. The default VLAN uses the switch default gateway as its default 
gateway. The switch default gateway must not be on the same subnet as the 
OOB management port, as the OOB management port cannot route packets 
received on the front-panel ports.

To display the Route Entry Configuration page, click Routing  Router  
Route Entry Configuration in the navigation panel.

Figure 7-3. Route Configuration (Default VLAN)
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Configuring a Default Gateway for the Switch:

To configure the switch default gateway:

1 Open the Route Entry Configuration page.

2 From the Route Type field, select Default. 

Figure 7-4. Default Route Configuration (Default VLAN)

3 In the Next Hop IP Address field, enter the IP address of the default 
gateway.

4 Click Apply.

For more information about configuring routes, see "IP Routing" on 
page 1187.
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Domain Name Server
Use the Domain Name Server page to configure the IP address of the DNS 
server. The switch uses the DNS server to translate hostnames into IP 
addresses.

To display the Domain Name Server page, click System  IP Addressing  
Domain Name Server in the navigation panel.

Figure 7-5. DNS Server

To configure DNS server information, click the Add link and enter the IP 
address of the DNS server in the available field. 

Figure 7-6. Add DNS Server
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Default Domain Name
Use the Default Domain Name page to configure the domain name the 
switch adds to a local (unqualified) hostname. 

To display the Default Domain Name page, click System  IP Addressing  
Default Domain Name in the navigation panel.

Figure 7-7. Default Domain Name
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Host Name Mapping
Use the Host Name Mapping page to assign an IP address to a static host 
name. The Host Name Mapping page provides one IP address per host.

To display the Host Name Mapping page, click System  IP Addressing  
Host Name Mapping.

Figure 7-8. Host Name Mapping

To map a host name to an IP address, click the Add link, type the name of the 
host and its IP address in the appropriate fields, and then click Apply.

Figure 7-9. Add Static Host Name Mapping

Use the Show All link to view all configured host name-to-IP address 
mappings.
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Dynamic Host Name Mapping
Use the Dynamic Host Name Mapping page to view dynamic host entries 
the switch has learned. The switch learns hosts dynamically by using the 
configured DNS server to resolve a hostname. For example, if you ping 
www.dell.com from the CLI, the switch uses the DNS server to lookup the IP 
address of dell.com and adds the entry to the Dynamic Host Name Mapping 
table.

To display the Dynamic Host Name Mapping page, click System  IP 
Addressing  Dynamic Host Name Mapping in the navigation panel.

Figure 7-10. View Dynamic Host Name Mapping
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Configuring Basic Network Information (CLI)
This section provides information about the commands used for configuring 
basic network information on the Dell EMC Networking N-Series switches. 
For more information about these commands, see the Dell EMC Networking 
N1100-ON, N1500, N2000, N2100-ON, N3000, N3100-ON, and N4000 Series 
Switches CLI Reference Guide at www.dell.com/support.

Enabling the DHCP Client on the OOB Port

Use the following commands to enable the DHCP client on the OOB port.

Enabling the DHCP Client on the Default VLAN
Use the following commands to enable the DHCP client on the default 
VLAN, which is VLAN 1. As a best practice, it is recommended that a 
separate VLAN other than one used for client traffic be used for in-band 
management of the switch. In general, using VLAN 1, or any other VLAN 
carrying client traffic, for in-band management introduces a security 
vulnerability.

NOTE: Dell EMC Networking N1100-ON, N1500, N2000, and N2100-ON Series 
switches do not have an out-of-band interface.

Command Purpose

configure Enter Global Configuration mode.

interface out-of-band Enter Interface Configuration mode for the OOB port.

ip address dhcp Enable the DHCP client.

CTRL + Z Exit to Privileged Exec mode.

show ip interface out-of-
band

Display network information for the OOB port.

Command Purpose

configure Enter Global Configuration mode.

interface vlan 1 Enter Interface Configuration mode for VLAN 1.

ip address dhcp Enable the DHCP client.

http://dell.com/support
http://www.dell.com/support
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Managing DHCP Leases
Use the following commands to manage and troubleshoot DHCP leases on 
the switch.

ipv6 address dhcp Enable the DHCPv6 client.

CTRL + Z Exit to Privileged Exec mode.

show ip interface vlan 1 Display network information for VLAN 1.

Command Purpose

show dhcp lease 
interface [interface]

Display IPv4 addresses leased from a DHCP server.

show ipv6 dhcp interface 
vlan [interface]

Display information about the IPv6 DHCP information 
for all interfaces or for the specified interface.

debug dhcp packet Display debug information about DHCPv4 client activities 
and to trace DHCPv4 packets to and from the local 
DHCPv4 client.

debug ipv6 dhcp Display debug information about DHCPv6 client activities 
and to trace DHCPv6 packets to and from the local 
DHCPv6 client.

ipv6 address 
{[prefix/prefixlen] | 
autoconfig | dhcp}

Set the IPv6 address of the management interface or 
enables auto-configuration or DHCP.

ip default-gateway ipv4-
address

Configure a global default gateway. Only one IPv4 gateway 
may be configured per switch.

ipv6 gateway ipv6-
address

Set the global IPv6 default gateway address. Only one IPv6 
gateway may be configured per switch.

ipv6 enable Enable IPv6 functionality on the interface.

show ipv6 interface out-
of-band

Show settings for the interface.

Command Purpose
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Configuring Static Network Information on the OOB Port

Use the following commands to configure a static IP address, subnet mask, 
and default gateway on the OOB port. If no default gateway is configured, 
then the zero subnet (0.0.0.0) is used. In this configuration, the OOB port 
can reach hosts in the local subnet only, because the OOB port will not be 
able to issue ARP requests to the default gateway. Configuring a default 
gateway address on the OOB port allows the OOB port to issue ARPs and 
address traffic to hosts on other subnets; however, if routing is enabled, 
routing will use the gateway on the OOB port for front-panel ARP requests. 
The OOB port subnet may not overlap with any in-band VLAN subnet.

NOTE: Dell EMC Networking N1100-ON, N1500, N2000, and N2100-ON Series 
switches do not have an out-of-band interface.

Command Purpose

configure Enter Global Configuration mode.

interface out-of-band Enter Interface Configuration mode for the OOB 
port.

ip address ip_address 
subnet_mask [gateway_ip]

Configure a static IP address and subnet mask. 
Optionally, a default gateway can also be configured.

ipv6 address prefix/prefix-
length

Configure an IPv6 prefix for the OOB port

ipv6 address enable Enable IPv6 addressing on the OOB port

ipv6 address autoconfig Enable IPv6 auto-configuration for the OOB port

ipv6 address dhcp Enable DHCP address assignment for the OOB port.

CTRL + Z Exit to Privileged Exec mode.

show ip interface out-of-band Verify the network information for the OOB port.

show ipv6 interface out-of-
band 

Verify the IPv6 network information for the OOB 
port. 

NOTE: The out-of-band port also supports IPv6 address assignment, including 
IPv6 auto-configuration and an IPv6 DHCP client.
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Configuring Static Network Information on the Default VLAN
Use the following commands to configure a static IP address, subnet mask, 
and default gateway on the default VLAN. Alternatively, a DHCP server may 
be used to obtain a network address. The switch also supports IPv6 address 
auto-configuration.

IP subnets on in-band ports (configured on switch VLANs) may not overlap 
with the OOB port subnet. If configuring management access on the front-
panel ports, it is recommended that:

• A VLAN other than the default VLAN be used to avoid attack vectors 
enabled by incorrect cabling.

• Both ACLs and Management ACLs be utilized on front-panel ports to 
reduce the possibility of DoS attacks or intruders gaining access to the 
switch management console. Management ACLs provide software filtering 
with deep inspection of packets, whereas ACLs provide hardware filtering 
with a more limited set of capabilities.

Command Purpose

configure Enter Global Configuration mode.

vlan 10 Create a management VLAN and enter VLAN 
Configuration mode.

exit Exit VLAN Configuration mode

interface vlan 10 Enter Interface Configuration mode for VLAN 
10. VLAN 10 is the management VLAN.

ip address ip_address 
subnet_mask 

Enter the IP address and subnet mask.

ipv6 address prefix/prefix-length 
[eui64]

Enter the IPv6 address and prefix.

ipv6 enable Enable IPv6 on the interface.

exit Exit to Global Configuration mode

ip default-gateway ip_address Configure the IPv4 default gateway. Only one 
IPv4 gateway may be configured per switch.

ipv6 gateway ip_address Configure the default gateway for IPv6. Only one 
IPv6 gateway may be configured per switch.

exit Exit to Privileged Exec mode.
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Configuring and Viewing Additional Network Information
Use the following commands to configure a DNS server, the default domain 
name, and a static host name-to-address entry. Use the show commands to 
verify configured information and to view dynamic host name mappings. 
Remember to assign VLANs to interfaces.

show ip interface vlan 10 Verify the network information for VLAN 10.

show ipv6 interface vlan 10 Verify IPv6 network information for VLAN 10.

interface Gi1/0/24 Enter physical Interface Configuration mode for 
the specified interface.

switchport access vlan 10 Allow access to the management VLAN over this 
port.

exit Exit Interface Configuration mode.

Command Purpose

configure Enter Global Configuration mode.

ip domain-lookup Enable IP DNS-based host name-to-address translation.

ip name-server ip_address Enter the IP address of an available name server to use to 
resolve host names and IP addresses. 

Up to eight DNS servers may be configured.

ip domain-name name Define a default domain name to complete unqualified 
host names.

ip host name ip_address Use to configure static host name-to-address mapping in 
the host cache.

ip address-conflict-detect 
run

Trigger the switch to run active address conflict detection 
by sending gratuitous ARP packets for IPv4 addresses on 
the switch.

CTRL + Z Exit to Privileged Exec mode.

show ip interface vlan 1 Verify the network information for VLAN 1.

show ipv6 interface vlan 1 Verify the network information for VLAN 1.

show hosts Verify the configured network information and view the 
dynamic host mappings.

Command Purpose
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show ip address-conflict View the status information corresponding to the last 
detected address conflict.

clear ip address-conflict-
detect

Clear the address conflict detection status in the switch.

Command Purpose
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Basic Network Information Configuration 
Examples

Configuring Network Information Using the OOB Port
In this example, an administrator at a Dell office in California decides not to 
use the Dell Easy Setup Wizard to perform the initial switch configuration. 
The administrator configures Dell EMC Networking N3000, N3100-ON, and 
N4000 Series switches to obtain information from a DHCP server on the 
management network and creates the administrative user with read/write 
access. The administrator also configures the following information:

• Primary DNS server: 10.27.138.20

• Secondary DNS server: 10.27.138.21

• Default domain name: sunny.dell.com

The administrator also maps the administrative laptop host name to its IP 
address. The administrator uses the OOB port to manage the switch.

To configure the switch:

1 Connect the OOB port to the management network. DHCP is enabled by 
on the switch OOB interface by default on Dell EMC Networking N3000, 
N3100-ON, and N4000 Series switches. DHCP is enabled on VLAN 1 on 
the Dell EMC Networking N1100-ON/N1500/N2000/N2100-ON Series 
switches, as they do not support an OOB interface. If the DHCP client on 
the switch has been disabled, use the following commands to enable the 
DHCP client on the OOB port.
console#configure
console(config)#interface out-of-band
console(config-if)#ip address dhcp
console(config-if)#exit

2 Configure the administrative user.
console(config)#username admin password secret123 privilege 15

NOTE: Dell EMC Networking N1100-ON, N1500, N2000, and N2100-ON Series 
switches do not have an out-of-band interface.
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3 Configure the DNS servers, default domain name, and static host 
mapping.
console(config)#ip name-server 10.27.138.20 10.27.138.21
console(config)#ip domain-name sunny.dell.com
console(config)#ip host admin-laptop 10.27.65.103
console(config)#exit

4 View the network information that the DHCP server on the network 
dynamically assigned to the switch.
console#show ip interface out-of-band

IP Address........................ 10.27.22.153
Subnet Mask...................... 255.255.255.0
Default Gateway.................. 10.27.22.1
Protocol Current................. DHCP
Burned In MAC Address............ 001E.C9AA.AA08

5 View additional network information.
console#show hosts

Host name:
Default domain: sunny.dell.com dell.com
Name/address lookup is enabled
Name servers (Preference order): 10.27.138.20, 10.27.138.21
Configured host name-to-address mapping:
Host                      Addresses
-----------  ------------------------------------
admin-laptop              10.27.65.103

cache: TTL (Hours)

Host Total   Elapsed Type      Addresses
--------- ------- ------- --------- ---------
No hostname is mapped to an IP address

6 Verify that the static hostname is correctly mapped.
console#ping admin-laptop
 Pinging admin-laptop with 0 bytes of data:

Reply From 10.27.65.103: icmp_seq = 0. time <10 msec.
Reply From 10.27.65.103: icmp_seq = 1. time <10 msec.
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Configuring Network Information Using the Serial Interface
In this example, the administrator configures a Dell EMC Networking 
N1100-ON/N1500/N2000/N2100-ON Series switch via the serial interface 
while using the same DHCP server and address configuration as given in the 
previous example.

1 Connect a front-panel port (e.g., gi1/0/24) to the management network. 
Use the following commands to create a management VLAN, disable 
DHCP on VLAN 1, and disable L3 addressing on VLAN 1, and enable the 
DHCP client on the management VLAN.
console#configure
console(config)#vlan 4093
console(config-vlan4093)#interface vlan 1
console(config-if-vlan1)#no ip address
console(config-if-vlan1)#exit
console(config)#no interface vlan 1
console(config-)#interface vlan 4093
console(config-if-vlan4093)#ip address dhcp

2 Assign the management VLAN to an interface connected to the 
management network.
console(config-if-vlan4093)#interface gi1/0/24
console(config-if-Gi1/0/24)#switchport access vlan 4093
console(config-if-Gi1/0/24)#exit

3 Configure the administrative user.
console(config)#username admin password secret123 privilege 15

4 Configure the DNS servers, default domain name, and static host 
mapping.
console(config)#ip name-server 10.27.138.20 10.27.138.21
console(config)#ip domain-name sunny.dell.com
console(config)#ip host admin-laptop 10.27.65.103
console(config)#exit

5 View the network information that the DHCP server on the network 
dynamically assigned to the switch.
console#show ip interface vlan 4093

Routing interface status....................... Up
Primary IP Address..... 10.27.22.150/255.255.252.0
Method...................................... DHCP
Routing Mode............................... Enable
Administrative Mode........................ Enable
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Forward Net Directed Broadcasts........... Disable
Proxy ARP.................................. Enable
Local Proxy ARP........................... Disable
Active State............................... Active
MAC Address........................ 001E.C9DE.B77A
Encapsulation Type....................... Ethernet
IP MTU....................................... 1500
Bandwidth.............................. 10000 kbps
Destination Unreachables.................. Enabled
ICMP Redirects............................ Enabled

Refer to the Access Control Lists section for information on restricting access 
to the switch management interface.
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8
Managing QSFP Ports
Dell EMC Networking N3100-ON and N4000 Series Switches
QSFP ports available on Dell EMC Networking N4000 Series switches can 
operate in 1 x 40G mode or in 4 x 10G mode. Appropriate cables must be 
used that match the selected mode. When changing from one mode to 
another, a switch reboot is required. The QSFP ports also support stacking 
over the interfaces in either 1 x 40G or 4 x 10G mode. Changing from 
Ethernet mode to stacking mode and vice-versa requires a reboot as well. 

Two QSFP ports are available on Dell EMC Networking N3100-ON Series 
switches in a plug-in module. These port can operate in 1 x 40G mode only 
and do not support stacking. A separate stacking module is available.

The ports on a QSFP plugin module are named Fo1/1/1-2 in 40-Gigabit mode 
and Te1/1/1-8 in 10-Gigabit mode. On the N4064, the fixed QSFP ports are 
named Fo1/0/1-2 in 40-Gigabit mode and Te1/0/49-56 in 10-Gigabit mode. 
All of the possible populated or configured interfaces will show in the show 
interfaces status command regardless of the port mode, i.e. 40-Gigabit or 
10-Gigabit. Unpopulated or unconfigured interfaces for plug in modules do 
not show in the show interfaces status command.

The default setting for a 40-Gigabit Ethernet interface is nonstacking, 
40-Gigabit Ethernet (1 x 40G).

The commands to change 1 x 40G and 4 x 10G modes are always entered on 
the 40-Gigabit interfaces.

The commands to change the Ethernet/stack mode are entered on the 
appropriate interface (tengigabitethernet or fortygigabitethernet). It is 
possible to configure some of the 10G ports in a 40G interface as stacking and 
not others.

To reconfigure a QSFP port, select the 40-Gigabit port to change in Interface 
Config mode and enter the hardware profile portmode command with the 
selected mode. For example, to change a 1 x 40G port to 4 x 10G mode, enter 
the following commands on the forty-Gigabit interface:
console(config)#interface fo1/1/1
console(config-if-Fo1/1/2)#hardware profile portmode 4x10g
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This command will not take effect until the switch is rebooted.

console(config-if-Fo1/1/2)#do reload

Are you sure you want to reload the stack? (y/n)

To change a 4 x 10G port to 1 x 40G mode, enter the following commands on 
the 40-Gigabit interface:
console(config)#interface Fo2/1/1
console(config-if-Fo2/1/1)#hardware profile portmode 1x40g

This command will not take effect until the switch is rebooted.

console(config-if-Fo1/1/2)#do reload

Are you sure you want to reload the stack? (y/n)

Attempting to change the port mode on the tengigabit interface will give the 
error “An invalid interface has been used for this function.” 
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9
Stacking
Dell EMC Networking N-Series Switches
This chapter describes how to configure and manage a stack of switches.

The topics covered in this chapter include:

• Stacking Overview

• Default Stacking Values

• Managing and Monitoring the Stack (Web)

• Managing the Stack (CLI)

• Stacking and NSF Usage Scenarios

Stacking Overview
The Dell EMC Networking N2000, N2100-ON, N3000, N3000E-ON, 
N3100-ON, and N4000 Series switches include a stacking feature that allows 
up to 12 switches to operate as a single unit. Dell EMC Networking N3000 
series switches can stack up to eight units as of firmware release 6.5.1. The 
Dell EMC Networking N1124T-ON/N1148T-ON/N1124P-ON/N1148P-ON, 
and N1500 Series switches stack up to four units using 10GB Ethernet links 
configured as stacking. Dell EMC Networking N2000, N2100-ON, N3000 and 
N3000E-ON Series switches have two fixed mini-SAS connectors at the rear 
for stacking. Dell EMC Networking N3100-ON Series switches have optional 
an stacking module.

Dell EMC Networking N1124T-ON/N1148T-ON/N1124P-ON/N1148P-ON 
Series switches only stack with other Dell EMC Networking N1124T-
ON/N1148T-ON/N1124P-ON/N1148P-ON Series switches. Dell EMC 
Networking N1108P-ON/N1108T-ON Series switches do not stack.

Dell EMC Networking N2000 Series switches stack with other Dell EMC 
Networking N2000 Series switches, and with Dell EMC Networking N2100-
ON Series switches using 21G stacking links. 

Dell EMC Networking N3000 Series switches stack with other Dell EMC 
Networking N3000 Series switches (including the N3000E-ON Series) and 
Dell EMC Networking N3100-ON Series switches, using the optional 
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stacking module. Beginning with the 6.5.1 release, any stack containing any 
N3000 Series switch (other than the N3000E-ON) is limited to a maximum 
of eight units.

Dell EMC Networking N4000 Series switches stack with other Dell EMC 
Networking N4000 Series switches over front-panel ports configured for 
stacking. 

Dell EMC Networking N1500 Series switches stack with other N1500 Series 
switches using the 10G SFP+ front-panel ports.

Dell EMC Networking N1124T-ON/N1148T-ON/N1124P-ON/N1148P-ON 
switches and N1500 Series switches support high-performance stacking over 
the 10G front-panel ports, allowing increased capacity to be added as needed, 
without affecting network performance and providing a single point of 
management. Up to four Dell EMC Networking N1124T-ON/N1148T-
ON/N1124P-ON/N1148P-ON switches and N1500 Series switches can be 
stacked using any 10G port as long as the link bandwidth for parallel stacking 
links is the same. Note that configuring a 10G port for stacking also 
configures the adjacent partner 10G port for stacking.

A stack of four Dell EMC Networking N1124T-ON/N1148T-ON/N1124P-
ON/N1148P-ON switches and N1500 Series switches has an aggregate 
throughput capacity of 192 Gbps. Dell EMC Networking N1124T-
ON/N1148T-ON/N1124P-ON/N1148P-ON and N1500 Series stacking links 
operate at 10 Gbps or 5.2% of total aggregate throughput capacity of a full 
stack; therefore, it is recommended that operators provision large stacking 
topologies such that it is unlikely that a significant portion of the stack 
capacity will transit stacking links. One technique for achieving this is to 
distribute uplinks evenly across the stack vs. connecting all uplinks to a single 
stack unit or to adjacent stacking units.

A stack of twelve 48-port Dell EMC Networking N2000, N2100-ON, 
N3048EP-ON, or N3100-ON Series switches has an aggregate throughput 
capacity of 576 Gbps. Dell EMC Networking N2000/N2100-ON/N3000E-
ON/N3100-ON Series stacking links operate at 21 Gbps or 3.6% of total 
aggregate throughput capacity of a twelve high stack; N2100-ON/N3100-ON 
stack links can operate at 21 Gbps/40 Gbps; therefore, it is recommended that 
operators provision large stacking topologies such that it is unlikely that a 
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significant portion of the stack capacity will transit stacking links. One 
technique for achieving this is to distribute uplinks evenly across the stack vs. 
connecting all uplinks to a single stack unit or to adjacent stacking units.
NOTE: Beginning with the 6.5.1 release, any stack containing any N3000 Series switch 
(other than the N3000E-ON) is limited to a maximum of eight units.

Dell EMC Networking N2100-ON Series switches have two fixed stacking 
ports in the rear that accept mini-SAS cables. Dell EMC Networking 
N3100-ON Series switches support an optional 2x21G or 2x40G stacking 
module in the rear slot.

Dell EMC Networking N4000 Series switches support high performance 
stacking over front-panel ports, allowing increased capacity to be added as 
needed, without affecting network performance and providing a single point 
of management. Up to twelve Dell EMC Networking N4000 Series switches 
can be stacked using any port as long as the link bandwidth for parallel 
stacking links is the same. In other words, all the port types on the Dell EMC 
Networking N4000 Series switches can be used for stacking. Additional 
stacking connections can be made between adjacent switch units to increase 
the stacking bandwidth provided that all redundant stacking links have the 
same port speed. It is strongly recommended that the stacking bandwidth be 
kept equal across all stacking connections; that is, avoid mixing single and 
double stacking connections within a stack. Up to eight redundant stacking 
links operating at the same speed can be configured on a Dell EMC 
Networking N4000 Series stack unit (four in each direction).

A stack of twelve Dell EMC Networking N4000 Series switches has an 
aggregate front panel capacity of 5.760 terabits (not including the 40G ports). 
Provisioning for 5% inter-stack capacity requires 280 Gigabit of bandwidth 
dedicated to stacking or all four 40G ports plus another twelve 10G ports. 
Therefore, it is recommended that operators provision large stacking 
topologies such that it is unlikely that a significant portion of the stack 
capacity will transit stacking links. One technique for achieving this is to 
distribute downlinks and transit links evenly across the stack vs. connecting 
all downlinks/transit links to a single stack unit or to adjacent stacking units.

If Priority Flow Control (PFC) is enabled on any port in a Dell EMC 
Networking N4000 Series stack, stacking is supported at distances up to 100 
meters on the stacking ports. If PFC is not enabled, stacking is supported up 
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to the maximum distance supported by the transceiver on the stack links. 
Note that PFC cannot be enabled on stacking ports — the system handles the 
buffering and flow control automatically. 

A single switch in the stack manages all the units in the stack (the stack 
master), and the stack is managed by using a single IP address. The IP address 
of the stack does not change, even if the stack master changes.

A stack is created by daisy-chaining stacking links on adjacent units. If 
available, up to eight links per stack unit can be used for stacking (four in 
each direction). A stack of units is manageable as a single entity when the 
units are connected together. If a unit cannot detect a stacking partner on any 
port enabled for stacking, the unit automatically operates as a standalone 
unit. If a stacking partner is detected, the switch always operates in stacking 
mode. One unit in the stack is designated as the stack master. The master 
manages all the units in the stack. The stack master runs the user interface 
and switch software, and propagates changes to the member units. To manage 
a stack using the serial interface, the administrator must connect to the stack 
master via the connect command or by physically connecting the cable to the 
stack master.

A second switch is designated as the standby unit, which becomes the master 
if the stack master is unavailable. The unit to be selected as the standby can 
be manually configured, or the system can select the standby automatically. 

When units are in a stack, the following activities occur: 

• All units are checked for software version consistency. 

• The switch Control Plane is active only on the master. The Control Plane 
is a software layer that manages system and hardware configuration and 
runs the network control protocols to set system configuration and state.

• The switch Data Plane is active on all units in the stack, including the 
master. The Data Plane is the set of hardware components that forward 
data packets without intervention from a control CPU.

• The running configuration is propagated to all units and the application 
state is synchronized between the master and standby during normal 
stacking operation. The startup configuration and backup configuration 
on the stack members are not overwritten with the master switch 
configuration.
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Dell strongly recommends connecting the stack in a ring topology so that 
each switch is connected to two other switches. Connecting switches in a ring 
topology allows the stack to utilize the redundant communication path to 
each switch. If a switch in a ring topology fails, the stack can automatically 
establish a new communications path to the other switches. Switches not 
stacked in a ring topology may split into multiple independent stacks upon 
the failure of a single switch or stacking link.

Additional stacking connections can be made between adjacent switch units 
to increase the stacking bandwidth, provided that all redundant stacking links 
have the same bandwidth. It is strongly recommended that the stacking 
bandwidth be kept equal across of all stacking connections; that is, avoid 
mixing single and double stacking connections within a stack. Up to eight 
redundant stacking links can be configured on a stacking unit (four in each 
direction).

Figure 9-1 shows a stack with three switches as stack members connected in a 
ring topology.
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Figure 9-1. Connecting a Stack of Switches

The stack in Figure 9-1 has the following physical connections between the 
switches:

• The lower stacking port on Unit 1 is connected to the upper stacking port 
on Unit 2.

• The lower stacking port on Unit 2 is connected to the upper stacking port 
on Unit 3.

• The lower stacking port on Unit 3 is connected to the upper stacking port 
on Unit 1.

Unit 1

Unit 2

Unit 3
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Dell EMC Networking N1124-ON/N1148-ON, N1500, N2000, N2100-ON, 
N3000, N3000E-ON, N3100-ON, and N4000 Stacking Compatibility
Dell EMC Networking N1100-ON, N1500, and N4000 Series switches do not 
stack with different Dell EMC Networking Series switches or other Dell EMC 
Networking switches. Dell EMC Networking N1124T-ON/N1148T-
ON/N1124P-ON/N1148P-ON Series switches only stack with other Dell EMC 
Networking N1124T-ON/N1148T-ON/N1124P-ON/N1148P-ON Series 
switches. Dell EMC Networking N1108T-ON/N1108P-ON switches do not 
stack. Dell EMC Networking N1500 Series switches only stack with other 
Dell EMC Networking N1500 Series switches. 

Dell EMC Networking N2000 Series switches stack with Dell EMC 
Networking N2100 Series switches. Dell EMC Networking N3100-ON Series 
switches stack with Dell EMC Networking N3000E-ON switches up to twelve 
units. The maximum stack size may vary depending on loaded firmware 
(Adv/AdvLite). Any stack containing an N3000 Series switch must use the 
AdvLite firmware and is limited to a maximum of eight units. The N3000E-
ON Series switches ship with the Adv firmware. Be sure to load AdvLite 
firmware prior to attempt to connect an N3000E-ON Series switch into a 
mixed stack with N3000 Series switches.

Dell EMC Networking N3000E-ON Series switches stack with Dell EMC 
Networking N3000 Series switches up to eight units.

Dell EMC Networking N3000E-ON/N3100-ON Series switches stack with 
Dell EMC Networking N3000 Series switches up to eight units.

Dell EMC Networking N4000 Series switches only stack with other Dell EMC 
Networking N4000 Series switches.

How is the Stack Master Selected?
A stack master is elected or re-elected based on the following considerations, 
in order:

1 The switch is currently the stack master.

2 The switch has the higher MAC address. 

3 A unit is selected as standby by the administrator, and a fail over action is 
manually initiated or occurs due to stack master failure.
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In most cases, a switch that is added to an existing stack will become a stack 
member, and not the stack master. When a switch is added to the stack, one 
of the following scenarios takes place regarding the management status of the 
new switch:

• If the switch has the stack master function enabled but another stack 
master is already active, then the switch changes its configured stack 
master value to disabled.

• If the stack master function is unassigned and there is another stack 
master in the system then the switch changes its configured stack master 
value to disabled.

• If the stack master function is enabled or unassigned and there is no other 
stack master in the system, then the switch becomes stack master. 

• If the stack master function is disabled, the unit remains a non-stack 
master.

If the entire stack is powered OFF and ON again, the unit that was the stack 
master before the reboot will remain the stack master after the stack resumes 
operation.

The unit number for the switch can be manually configured. To avoid unit-
number conflicts, one of the following scenarios takes place when a new 
member is added to the stack:

• If the switch has a unit number that is already in use, then the unit that is 
added to the stack changes its configured unit number to the lowest 
unassigned unit number. 

• If the added switch does not have an assigned unit number, then the 
switch sets its configured unit number to the lowest unassigned unit 
number. 

• If the unit number is configured and there are no other devices using the 
unit number, then the switch starts using the configured unit number. 

• If the switch detects that the maximum number of units already exist in 
the stack making it unable to assign a unit number, then the switch sets its 
unit number to unassigned and does not participate in the stack.
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Adding a Switch to the Stack
When adding a new member to a stack, make sure that only the stack cables, 
and no network cables, are connected before powering up the new unit. Stack 
port configuration is stored on the member units. If stacking over Ethernet 
ports (Dell EMC Networking N1100-ON, N1500 and N4000 Series only), 
configure the ports on the unit to be added to the stack as stacking ports and 
power the unit off prior to connecting the stacking cables. Make sure the links 
are not already connected to any ports of that unit. This is important because 
if STP is enabled and any links are UP, the STP reconvergence will take place 
as soon as the link is detected. 

After the stack cables on the new member are connected to the stack, the 
units can be powered up, beginning with the unit directly attached to the 
currently powered-up unit. Always power up new stack units closest to an 
existing powered unit first. Do not connect a new member to the stack after it 
is powered up. Never connect two functional, powered-up stacks together. 
Hot insertion of units into a stack is not supported.

If a new switch is added to a stack of switches that are powered and running 
and already have an elected stack master, the newly added switch becomes a 
stack member rather than the stack master. Use the boot auto-copy-sw 
command on the stack master to enable automatic firmware upgrade of newly 
added switches. If a firmware mismatch is detected, the newly added switch 
does not fully join the stack and holds until it is upgraded to the same 
firmware version as the master switch. After firmware synchronization 
finishes, the running configuration of the newly added unit is overwritten 
with the stack master configuration. Stack port configuration is always stored 
on the local unit and may be updated with preconfiguration information from 
the stack master when the unit joins the stack.

Information about a stack member and its ports can be preconfigured before 
the unit is added to the stack. The preconfiguration takes place on the stack 
master. If there is saved configuration information on the stack master for the 
newly added unit, the stack master applies the configuration to the new unit; 
otherwise, the stack master applies the default configuration to the new unit. 
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Removing a Switch from the Stack
Prior to removing a member from a stack, check that other members of the 
stack will not become isolated from the stack due to the removal. Check the 
stack-port error counters to ensure that a stack configured in a ring topology 
can establish a communication path around the member to be removed.

The main point to remember when removing a unit from the stack is to 
disconnect all the links on the stack member to be removed. Also, be sure to 
take the following actions:

• Remove all the STP participating ports and wait to stabilize the STP.

• Remove all the member ports of any Port-Channels (LAGs) so there will 
not be any control traffic destined to those ports connected to this member.

• Statically re-route any traffic going through this unit.

When a unit in the stack fails, the stack master removes the failed unit from 
the stack. The failed unit reboots with its original running-config. If the stack 
is configured in a ring topology, then the stack automatically routes around 
the failed unit. If the stack is not configured in a ring topology, then the stack 
may split, and the isolated members will reboot and re-elect a new stack 
master. No changes or configuration are applied to the other stack members; 
however, the dynamic protocols will try to reconverge as the topology could 
change because of the failed unit.

If you remove a unit and plan to renumber the stack, issue a no member unit 
command in Stack Configuration mode to delete the removed switch from 
the configured stack member information.

How is the Firmware Updated on the Stack?
When adding a new switch to a stack, the Stack Firmware Synchronization 
feature, if enabled, automatically synchronizes the firmware version with the 
version running on the stack master per the configuration on the master 
switch. The synchronization operation may result in either upgrade or 
downgrade of firmware on the mismatched stack member. Use the boot auto-
copy-sw command to enable stack firmware synchronization (SFS).

Upgrading the firmware on a stack of switches is the same as upgrading the 
firmware on a single switch. After downloading a new image by using the File 
Download page or copy command, the downloaded image is distributed to all 
the connected units of the stack. For more information about downloading 
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and installing images, see "Images and File Management" on page 525. When 
copying firmware onto the switch in a stacked configuration, use the show sfs 
and show version commands to check the status of stack firmware 
synchronization prior to a reboot.

What is Stacking Standby?
The standby unit may be preconfigured or automatically selected. If the 
current stack master fails, the standby unit becomes the stack master. If no 
switch is preconfigured as the standby unit, the software automatically selects 
a standby unit from among the existing stack units.

When the failed master resumes normal operation, it joins the stack as a 
member (not as the master) if the new stack master has already been elected.

The stack master copies its running configuration to the standby unit 
whenever it changes (subject to some restrictions to reduce overhead). This 
enables the standby unit to take over the stack operation with minimal 
interruption if the stack master becomes unavailable.

Operational state synchronization also occurs:

• when the running configuration is saved to the startup configuration on 
the stack master.

• when the standby unit changes.

What is Nonstop Forwarding?
Networking devices, such as the Dell EMC Networking N-Series switches, are 
often described in terms of three semi-independent functions called the 
forwarding plane, the control plane, and the management plane. The 
forwarding plane forwards data packets and is implemented in hardware. The 
control plane is the set of protocols that determine how the forwarding plane 
should forward packets, deciding which data packets are allowed to be 
forwarded and where they should go. Application software on the stack master 
acts as the control plane. The management plane is application software 
running on the stack master that provides interfaces allowing a network 
administrator to configure the device. 

The Nonstop Forwarding (NSF) feature allows the forwarding plane of stack 
units to continue to forward packets while the control and management 
planes restart as a result of a power failure, hardware failure, or software fault 
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on the stack master. This type of operation is called nonstop forwarding 
(NSF). When the stack master fails, only the switch ASICs and processor on 
the stack master need to be restarted. 

To prevent adjacent networking devices from rerouting traffic around the 
restarting device, the NSF feature uses the following three techniques:

1 A protocol can distribute a part of its control plane across stack units so 
that the protocol can give the appearance that it is still functional during 
the restart. 

2 A protocol may enlist the cooperation of its neighbors through a technique 
known as graceful restart. 

3 A protocol may simply restart after the failover if neighbors react slowly 
enough that they will not normally detect the outage. 

The NSF feature enables the stack master unit to synchronize the running-
config within 60 seconds after a configuration change has been made. 
However, if a lot of configuration changes happen concurrently, NSF uses a 
back-off mechanism to reduce the load on the switch. In this case, the stack 
master will attempt resynchronization no more often than once every 120 
seconds.

The show nsf command output includes information about when the next 
running-config synchronization will occur.

Initiating a Failover

The NSF feature allows the administrator to initiate a failover using the 
initiate failover command. This method is preferred over the reload unit 
command as it ensures synchronization of the stack master and standby unit.

Initiating a failover reloads the stack master, triggering the standby unit to 
take over. Before the failover, the stack master pushes application data and 
other important information to the standby unit. Although the handoff is 
controlled and causes minimal network disruption, some ephemeral 
application state is lost, such as pending timers and other pending internal 
events. Use the show nsf command to view the stack checkpoint status prior 
to reloading a stack member. Do not reload while a checkpoint operation is in 
progress.

Always check the stack health before failing over to the standby unit. Use the 
show switch stack-ports counters command to verify that the stack ports are 
up and no errors are present. Resolve any error conditions prior to failing over 
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a stack master. Use the show switch stack-ports stack-path command to verify 
the reachability of all stack units. If any units are not reachable, the stack may 
split during a failover.

Checkpointing

Switch applications (features) that build up a list of data such as neighbors or 
clients can significantly improve their restart behavior by remembering this 
data across a warm restart. This data can either be stored persistently, as in 
the case of configuration data, or the stack master can checkpoint this data 
directly to the standby unit active processes, as in the case of operational data.

Use the show nsf command to view the stack checkpoint status prior to 
reloading a stack member. Do not reload while a checkpoint operation is in 
progress.

The NSF checkpoint service allows the stack master to communicate startup 
configuration data to the standby unit in the stack. When the stack selects a 
standby unit, the checkpoint service notifies applications to start a complete 
checkpoint. After the initial checkpoint is done, applications checkpoint 
changes to their data every 120 seconds.

Table 9-1 lists the applications on the switch that checkpoint data and 
describes the type of data that is checkpointed.

NOTE: The switch cannot guarantee that a standby unit has exactly the same data 
that the stack master has when it fails. For example, the stack master might fail 
before the checkpoint service gets data to the standby if an event occurs shortly 
before a failover. 

Table 9-1. Applications that Checkpoint Data

Application Checkpointed Data

ARP Dynamic ARP entries

Auto VOIP Calls in progress

Captive Portal Authenticated clients 

DHCP server Address bindings (persistent)

DHCP snooping DHCP bindings database

DOT1Q Internal VLAN assignments
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Switch Stack MAC Addressing and Stack Design Considerations
The switch stack uses the MAC addresses assigned to the stack master. 

If the backup unit assumes control due to a stack master failure or warm 
restart, the backup unit continues to use the original stack master’s MAC 
addresses. This reduces the amount of disruption to the network because 
ARP and other layer-2 entries in neighbor tables remain valid after the failover 
to the backup unit.

DOT1S Spanning tree port roles, port states, root bridge, etc.

802.1X Authenticated clients

DOT3ad Port states

IGMP/MLD Snooping Multicast groups, list of router ports, last query data for 
each VLAN

IPv6 NDP Neighbor cache entries

iSCSI Connections

LLDP List of interfaces with MED devices attached

OSPFv2 Neighbors and designated routers

OSPFv3 Neighbors and designated routers 

Route Table Manager IPv4 and IPv6 dynamic routes

SIM The system's MAC addresses. System up time. IP address, 
network mask, default gateway on each management 
interface, DHCPv6 acquired IPv6 address.

Voice VLAN VoIP phones identified by CDP or DHCP (not LLDP)

NOTE: Each switch is assigned four consecutive MAC addresses. A stack of 
switches uses the MAC addresses assigned to the stack master.

Table 9-1. Applications that Checkpoint Data

Application Checkpointed Data
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Stack units should always be connected with a ring topology (or other 
redundant topology), so that the loss of a single stack link does not divide the 
stack into multiple stacks. If a stack is partitioned such that some units lose 
all connectivity to other units, then both parts of the stack start using the 
same MAC addresses. This can cause severe problems in the network.

If removing the stack master from a stack for use in a different place in the 
network, make sure to power down the whole stack before redeploying the 
stack master so that the stack members do not continue to use the MAC 
address of the redeployed master switch. 

NSF Network Design Considerations
A network can be designed to take maximum advantage of NSF. For example, 
by distributing a LAG's member ports across multiple units, the stack can 
quickly switch traffic from a port on a failed unit to a port on a surviving unit. 
When a unit fails, the forwarding plane of surviving units removes LAG 
members on the failed unit so that it only forwards traffic onto LAG members 
that remain up. If a LAG is left with no active members, the LAG goes down. 
To prevent a LAG from going down, configure LAGs with members on 
multiple units within the stack, when possible. If a stack unit fails, the system 
can continue to forward on the remaining members of the stack. 

If the switch stack performs VLAN routing, another way to take advantage of 
NSF is to configure multiple “best paths” to the same destination on 
different stack members. If a unit fails, the forwarding plane removes Equal 
Cost Multipath (ECMP) next hops on the failed unit from all unicast 
forwarding table entries. If the cleanup leaves a route without any next hops, 
the route is deleted. The forwarding plane only selects ECMP next hops on 
surviving units. For this reason, try to distribute links providing ECMP paths 
across multiple stack units. 

Why is Stacking Needed?
Stacking increases port count without requiring additional configuration. If 
you have multiple Dell EMC Networking N-Series switches, stacking them 
helps make management of the switches easier because you configure the 
stack as a single unit and do not need to configure individual switches.
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Default Stacking Values
Stacking is always enabled on Dell EMC Networking N-Series switches. 

On the Dell EMC Networking N1100-ON/N1500/N4000 Series switches, by 
default, the 10G SFP+ ports are in Ethernet mode and must be configured to 
be used as stacking ports. Ports that are configured in stacking mode show as 
“detached” in the output of the show interfaces status command.

Configuring an Ethernet port as a stacking port changes the default 
configuration of the port. To determine the stacking configuration of a port, 
use the show switch stack-ports command. On the Dell EMC Networking 
N2000/N2100-ON/N3000 Series switches, there are two fixed stacking ports 
in the rear of the switch. The N3100-ON supports a pluggable stacking 
module in the rear. Stacking on Ethernet ports is not supported. The fixed 
stacking ports show as TwentyGigabitStacking and are abbreviated Tw. 

NSF is enabled by default. NSF can be disabled to redirect the CPU resources 
consumed by data checkpointing; however, this is ill-advised, as 
checkpointing consumes almost no switch resources. Checkpointing only 
occurs when a backup unit is elected, so there is no need to disable the NSF 
feature on a standalone switch. When a new unit is added to the stack, the 
new unit is given the configuration of the stack, including the NSF setting. 
OSPF implements a separate graceful restart control that enables NSF for 
OSPF. OSPF graceful restart is not enabled by default.

NOTE:  N1124T-ON/N1148T-ON/N1124P-ON/N1148P-ON/N1500 10G SFP+ ports 
may only be configured as stacking in adjacent pairs, e.g. Te1/0/1 and Te1/0/2. If 
configuring all four ports as stacking, the pairs of stacking links must be connected 
to the same unit, i.e. both Te1/0/1-2 must connect to a single adjacent stack unit.
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Managing and Monitoring the Stack (Web)
This section provides information about the OpenManage Switch 
Administrator pages for configuring and monitoring stacking on Dell EMC 
Networking N1100-ON, N1500, N2000, N2100-ON, N3000, N3100-ON, and 
N4000 Series switches. For details about the fields on a page, click at the 
top of the Dell EMC OpenManage Switch Administrator web page.

Unit Configuration
Use the Unit Configuration page to change the unit number and unit type 
(Management, Member, or Standby). 

To display the Unit Configuration page, click System  Stack Management 
 Unit Configuration in the navigation panel. For the N30xx series switches, 
stack size is limited to 8.

Figure 9-2. Stack Unit Configuration

NOTE: Changes made on the Stacking configuration pages take effect only after 
the device is reset.
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Changing the ID or Switch Type for a Stack Member

To change the switch ID or type:

1 Open the Unit Configuration page.

2 Click Add to display the Add Unit page.

For the N30xx series switches, stack size is limited to 8.

Figure 9-3. Add Remote Log Server Settings

3 Specify the switch ID, and select the model number of the switch. 

4 Click Apply.

Stack Summary
Use the Stack Summary page to view a summary of switches participating in 
the stack. 

To display the Stack Summary page, click System  Stack Management  
Stack Summary in the navigation panel. 

Figure 9-4. Stack Summary



Stacking 255

Stack Firmware Synchronization
Use the Stack Firmware Synchronization page to control whether the 
firmware image on a new stack member can be automatically upgraded or 
downgraded to match the firmware image of the stack master. 

To display the Stack Firmware Synchronization page, click System  Stack 
Management  Stack Firmware Synchronization in the navigation panel.

Figure 9-5. Stack Firmware Synchronization
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Supported Switches
Use the Supported Switches page to view information regarding each type of 
supported switch for stacking, and information regarding the supported 
switches.

To display the Supported Switches page, click System  Stack Management 
 Supported Switches in the navigation panel.

Figure 9-6. Supported Switches
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Stack Port Summary
Use the Stack Port Summary page to configure the stack-port mode and to 
view information about the stackable ports. This screen displays the unit, the 
stackable interface, the configured mode of the interface, the running mode 
as well as the link status and link speed of the stackable port. 

To display the Stack Port Summary page, click System  Stack Management 
 Stack Port Summary in the navigation panel.

Figure 9-7. Stack Port Summary

NOTE: By default the ports are configured to operate as Ethernet ports. To 
configure a port as a stack port on the N1124-ON/N1148-ON, N1500, or N4000 
Series switches, the Configured Stack Mode setting must be changed from 
Ethernet to Stack.
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Stack Port Counters
Use the Stack Port Counters page to view the transmitted and received 
statistics, including data rate and error rate.

To display the Stack Port Counters page, click System  Stack Management 
 Stack Port Counters in the navigation panel. 

Figure 9-8. Stack Port Counters

Stack Port Diagnostics
The Stack Port Diagnostics page is intended for Field Application Engineers 
(FAEs) only.
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NSF Summary
Use the NSF Summary page to change the administrative status of the NSF 
feature and to view NSF information. 

To display the NSF Summary page, click System  Stack Management  
NSF Summary in the navigation panel. 

Figure 9-9. NSF Summary

To cause the maser unit to failover to the standby unit, click Initiate Failover. 
The failover results in a warm restart of the stack master. Initiating a failover 
reloads the stack master, triggering the backup unit to take over. 

NOTE: The OSPF feature uses NSF to enable the hardware to continue forwarding 
IPv4 packets using OSPF routes while a backup unit takes over stack master 
responsibility. To configure NSF on a stack that uses OSPF or OSPFv3, see "NSF 
OSPF Configuration" on page 1283 and "NSF OSPFv3 Configuration" on page 1300. 
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Checkpoint Statistics
Use the Checkpoint Statistics page to view information about checkpoint 
messages generated by the stack master. 

To display the Checkpoint Statistics page, click System  Stack 
Management  Checkpoint Statistics in the navigation panel. 

Figure 9-10. Checkpoint Statistics
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Managing the Stack (CLI)
This section provides information about the commands for managing the 
stack and viewing information about the switch stack. For more information 
about these commands, see the Dell EMC Networking N1100-ON, N1500, 
N2000, N2100-ON, N3000, N3100-ON, and N4000 Series Switches CLI 
Reference Guide at www.dell.com/support.

Configuring Stack Member, Stack Port, SFS and NSF Settings
Use the following commands to configure stacking and SFS settings.

Command Purpose

configure Enter Global Configuration mode.

switch current_ID 
renumber new_ID

Change the switch ID number. 

Changing the ID number causes all switches in the stack 
to be reset to perform stack master renumbering. The 
running configuration is cleared when the units reset. 

stack Enter Global Stack Configuration mode.

initiate failover Move the management switch functionality from the 
master switch to the standby switch.

standby unit Specify the stack member that will come up as the 
master if a stack failover occurs.

set description unit 
<text>

Configure a description for the specified stack member.

http://www.dell.com/support
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member unit SID Add a switch to the stack and specify the model of the 
new stack member.

• unit - The switch unit ID

• SID - The index into the database of the supported 
switch types, indicating the type of the switch being 
preconfigured.
Note: Member configuration displayed in the running 
config may be learned from the physical stack. Member 
configuration is not automatically saved in the startup 
configuration. Save the configuration to retain the 
current member settings. 
To view the SID associated with the supported switch 
types, use the show supported switchtype command in 
Privileged Exec mode.

stack-port 
{tengigabitethernet | 
twentygigabitethernet 
|fortygigabitethernet} 
unit/slot/port {ethernet | 
stack|shutdown} [speed 
{40g|21g}]

Set the mode of the port to either Ethernet or stacking 
(Dell EMC Networking N1124-ON/N1148-ON, N1500 
and N4000 Series only). The speed option is only 
available on the N2100/N3100 Series switches.

nsf Enable nonstop forwarding on the stack. (Enabled by 
default.)

exit Exit to Global Config mode.

boot auto-copy-sw Enable the Stack Firmware Synchronization feature.

boot auto-copy-sw allow-
downgrade 

Allow the firmware version on the newly added stack 
member to be downgraded if the firmware version on 
manager is older. Config migration is not assured for 
firmware downgrade.

exit Exit to Privileged Exec mode.

show auto-copy-sw View the Stack Firmware Synchronization settings for 
the stack.

reload unit If necessary, reload the specified stack member.

Command Purpose
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Viewing and Clearing Stacking and NSF Information
Use the following commands to view stacking information and to clear NSF 
statistics.

NOTE: The OSPF feature uses NSF to enable the hardware to continue forwarding 
IPv4 packets using OSPF routes while a backup unit takes over stack master 
responsibility. Additional NSF commands are available in OSPF and OSPFv3 
command modes. For more information, see "NSF OSPF Configuration" on 
page 1283 and "NSF OSPFv3 Configuration" on page 1300

Command Purpose

show switch [stack-
member-number]

View information about all stack members or the specified 
member.

show switch stack-
standby

View the ID of the switch that will assume the role of the 
stack master if it goes down.

show switch stack-ports View information about the stacking ports.

show switch stack-ports 
counters

View the statistics about the data the stacking ports have 
transmitted and received.

show switch stack-ports 
stack-path 
{<unit>|all}

View the path that packets take from one stack member to 
another.

show supported 
switchtype 
[<switchindex>]

View the Dell EMC Networking models that are supported 
in the stack and the switch index (SID) associated with 
each model. The information may vary, depending on the 
loaded firmware (Adv/AdvLite).

show nsf View summary information about the NSF state of the 
master and standby switches.

show checkpoint 
statistics

View information about checkpoint messages generated by 
the stack master. 

clear checkpoint 
statistics

Reset the checkpoint statistics counters to zero.
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Connecting to the Management Console from a Stack Member
From the CLI Unavailable prompt, use the following command to connect 
the console session to the local unit.

Stacking and NSF Usage Scenarios
Only a few settings are available to control the stacking configuration, such as 
the designation of the standby unit or enabling/disabling NSF. The examples 
in this section describe how the stacking and NSF feature act in various 
environments. 

This section contains the following examples:

• Basic Failover

• Preconfiguring a Stack Member

• NSF in the Data Center

• NSF and VoIP

• NSF and DHCP Snooping

• NSF and the Storage Access Network

• NSF and Routed Access

Basic Failover
In this example, the stack has four members that are connected in a ring 
topology, as Figure 9-11 shows. 

Command Purpose

connect [unit]  Connect the console on the remote unit to the local unit
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Figure 9-11. Basic Stack Failover

When all four units are up and running, the show switch CLI command gives 
the following output:
console#show switch

At this point, if Unit 2 is powered off or rebooted due to an unexpected 
failure, show switch gives the following output:
console#show switch

SW Management
Status

Standby
Status

Preconfig
Model ID

Plugged-
in Model 
ID

Switch
Status

Code
Version

--- --------- ------- -------- --------- ------- --------
1 Stack Member Opr Stby N3048 N3048 OK 6.0.0.0
2 Stack Member N3048 N3048 OK 6.0.0.0
3 Mgmt Switch N3048 N3048 OK 6.0.0.0
4 Stack Member N3048 N3048 OK 6.0.0.0

SW Management
Status

Standby
Status

Preconfig
Model ID

Plugged-
in Model 
ID

Switch
Status

Code
Version

--- --------- ------- -------- ------------------- --------
1 Stack Member Opr Stby N3048 N3048 OK 6.0.0.0
2 Unassigned N3048 Not Present 0.0.0.0
3 Mgmt Switch N3048 N3048 OK 6.0.0.0
4 Stack Member N3048 N3048 OK 6.0.0.0



266 Stacking

When the failed unit resumes normal operation, the previous configuration 
that exists for that unit is reapplied by the stack master.

To permanently remove the unit from the stack, enter into Stack Config 
Mode and use the member command, as the following example shows. 
console#configure
console(config)#stack
console(config-stack)#no member 2
console(config-stack)#exit
console(config)#exit
console#show switch

Preconfiguring a Stack Member
To preconfigure a stack member before connecting the physical unit to the 
stack, use the show supported switchtype command to obtain the switch 
model ID (SID) of the unit to be added. 

The example in this section demonstrates pre-configuring a stand-alone Dell 
EMC Networking N-Series switch.

To configure the switch:

1 View the list of SIDs to determine which SID identifies the switch to 
preconfigure. The following is the output on the switches. The supported 
switch types vary by switch series and loaded image.
console#show supported switchtype

SID         Switch Model ID
--- --------------------------------
1   N3024
2   N3024F
3   N3024P
4   N3048
5   N3048P
6 N3048EP-ON
7 N3132PX-ON

SW Management
Status

Standby
Status

Preconfig
Model ID

Plugged-in 
Model ID

Switch
Status

Code
Version

--- --------- ------- -------- --------- ------- --------
1 Mgmt Sw N2128PX N2128PX OK 6.3.6.4
3 Stack Mbr N2128PX N2128PX OK 6.3.6.4
4 Stack Mbr N2128PX N2128PX OK 6.3.6.4
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The following is the output on Dell EMC Networking N1500 Series 
switches:

console#show supported switchtype

SID Switch Model ID
--- --------------------------------
1   N1524
2   N1524P
3   N1548
4   N1548P

2 Preconfigure the switch (SID = 2) as member number 2 in the stack.
console#configure
console(config)#stack
console(config-stack)#member 2 2
console(config-stack)#exit
console(config)#exit

3 Confirm the stack configuration. Some of the fields have been omitted 
from the following output due to space limitations.
console#show switch

Management Standby  Preconfig    Plugged-in   Switch   Code
SW Status  Status   Model ID     Model ID     Status   Version
-- ------  ------   --------     --------     ------   -------
1   Mgmt Sw              N3048           N3048           OK          6.0.0.0

Preconfigured switches may be removed from the configuration using the no 
member command. Only switches that are not active members of the stack 
may be removed.
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NSF in the Data Center
Figure 9-12 illustrates a data center scenario, where the stack of two Dell 
EMC Networking N-Series switches acts as an access switch. The access 
switch is connected to two aggregation switches, AS1 and AS2. The stack has 
a link from two different units to each aggregation switch, with each pair of 
links grouped together in a LAG. The two LAGs and link between AS1 and 
AS2 are members of the same VLAN. Spanning tree is enabled on the VLAN. 
Assume spanning tree selects AS1 as the root bridge. Assume the LAG to AS1 
is the root port on the stack and the LAG to AS2 is discarding. Unit 1 is the 
stack master. If unit 1 fails, the stack removes the Unit 1 link to AS1 from its 
LAG. The stack forwards outgoing packets through the Unit 2 link to AS1 
during the failover. During the failover, the stack continues to send BPDUs 
and LAG PDUs on its links on Unit 2. The LAGs stay up (with one remaining 
link in each), and spanning tree on the aggregation switches does not see a 
topology change. 

Figure 9-12. Data Center Stack Topology
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NSF and VoIP
Figure 9-13 shows how NSF maintains existing voice calls during a stack 
master failure. Assume the top unit is the stack master. When the stack 
master fails, the call from phone A is immediately disconnected. The call 
from phone B continues. On the uplink, the forwarding plane removes the 
failed LAG member and continues using the remaining LAG member. If 
phone B has learned VLAN or priority parameters through LLDP-MED, it 
continues to use those parameters. The stack resumes sending LLDPDUs 
with MED TLVs once the control plane restarts. Phone B may miss an 
LLDPDU from the stack, but should not miss enough PDUs to revert its 
VLAN or priority, assuming the administrator has not reduced the LLDPDU 
interval or hold count. If phone B is receiving quality of service from policies 
installed in the hardware, those policies are retained across the stack master 
restart. 

Figure 9-13. NSF and VoIP
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NSF and DHCP Snooping
Figure 9-14 illustrates a layer-2 access switch running DHCP snooping. 
DHCP snooping only accepts DHCP server messages on ports configured as 
trusted ports. DHCP snooping listens to DHCP messages to build a bindings 
database that lists the IP address the DHCP server has assigned to each host. 
IP Source Guard (IPSG) uses the bindings database to filter data traffic in 
hardware based on source IP address and source MAC address. Dynamic ARP 
Inspection (DAI) uses the bindings database to verify that ARP messages 
contain a valid sender IP address and sender MAC address. DHCP snooping 
checkpoints its bindings database.

Figure 9-14. NSF and DHCP Snooping

If the stack master fails, all hosts connected to that unit lose network access 
until that unit reboots. The hardware on surviving units continues to enforce 
source filters IPSG installed prior to the failover. Valid hosts continue to 
communicate normally. During the failover, the hardware continues to drop 
data packets from unauthorized hosts so that security is not compromised.
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If a host is in the middle of an exchange with the DHCP server when the 
failover occurs, the exchange is interrupted while the control plane restarts. 
When DHCP snooping is enabled, the hardware traps all DHCP packets to 
the CPU. The control plane drops these packets during the restart. The 
DHCP client and server retransmit their DHCP messages until the control 
plane has resumed operation and messages get through. Thus, DHCP 
snooping does not miss any new bindings during a failover. 

As DHCP snooping applies its checkpointed DHCP bindings, IPSG confirms 
the existence of the bindings with the hardware by reinstalling its source IP 
address filters. 

If Dynamic ARP Inspection is enabled on the access switch, the hardware 
traps ARP packets to the CPU on untrusted ports. During a restart, the 
control plane drops ARP packets. Thus, new traffic sessions may be briefly 
delayed until after the control plane restarts. 

If IPSG is enabled and a DHCP binding is not checkpointed to the backup 
unit before the failover, that host will not be able to send data packets until it 
renews its IP address lease with the DHCP server. 

NSF and the Storage Access Network
Figure 9-15 illustrates a stack of three Dell EMC Networking N-Series 
switches connecting two servers (iSCSI initiators) to a disk array (iSCSI 
targets). There are two iSCSI connections as follows:

Session A: 10.1.1.10 to 10.1.1.3

Session B: 10.1.1.11 to 10.1.1.1

An iSCSI application running on the stack master (the top unit in the 
diagram) has installed priority filters to ensure that iSCSI traffic that is part 
of these two sessions receives priority treatment when forwarded in hardware. 
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Figure 9-15. NSF and a Storage Area Network

When the stack master fails, session A drops. The initiator at 10.1.1.10 
detects a link down on its primary NIC and attempts to reestablish the 
session on its backup NIC to a different IP address on the disk array. The 
hardware forwards the packets to establish this new session, but assuming the 
session is established before the control plane is restarted on the backup unit, 
the new session receives no priority treatment in the hardware. 

Session B remains established and fully functional throughout the restart and 
continues to receive priority treatment in the hardware. 
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NSF and Routed Access
Figure 9-16 shows a stack of three units serving as an access router for a set of 
hosts. Two LAGs connect the stack to two aggregation routers. Each LAG is a 
member of a VLAN routing interface. The stack has OSPF and PIM 
adjacencies with each of the aggregation routers. The top unit in the stack is 
the stack master.

Figure 9-16. NSF and Routed Access

If the stack master fails, its link to the aggregation router is removed from the 
LAG. When the control plane restarts, both routing interfaces come back up 
by virtue of the LAGs coming up. OSPF sends grace LSAs to inform its OSPF 
neighbors (the aggregation routers) that it is going through a graceful restart. 

The grace LSAs reach the neighbors before they drop their adjacencies with 
the access router. PIM starts sending hello messages to its neighbors on the 
aggregation routers using a new generation ID to prompt the neighbors to 
quickly resend multicast routing information. PIM neighbors recognize the 
new generation ID and immediately relay the group state back to the 
restarting router. IGMP sends queries to relearn the hosts' interest in 
multicast groups. IGMP tells PIM the group membership, and PIM sends 

NOTE: The graceful restart feature for OSPF is disabled by default. For information 
about the web pages and commands to configure NSF for OSPF or OSPFv3, see 
"OSPF and OSPFv3" on page 1257.
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JOIN messages upstream. The control plane updates the driver with 
checkpointed unicast routes. The forwarding plane reconciles layer-3 
hardware tables. 

The OSPF graceful restart finishes, and the control plane deletes any stale 
unicast routes not relearned at this point. The forwarding plane reconciles 
layer-3 multicast hardware tables. Throughout the process, the hosts continue 
to receive their multicast streams, possibly with a short interruption as the 
top aggregation router learns that one of its LAG members is down. The hosts 
see no more than a 50 ms interruption in unicast connectivity.
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10
Authentication, Authorization, and 
Accounting
Dell EMC Networking N-Series Switches
This chapter describes how to control access to the switch management 
interface using authentication and authorization. These services can also be 
used to restrict or allow network access when used in conjunction with IEEE 
802.1x. It also describes how to record this access using accounting. Together 
the three services are referred to by the acronym AAA.

The topics covered in this chapter include:

• AAA Introduction

• Authentication

• Authorization

• Accounting

• IEEE 802.1X

• Captive Portal

AAA Introduction
AAA is a framework for configuring management security in a consistent way. 
Three services make up AAA:

• Authentication—Validates the user identity. Authentication takes place 
before the user is allowed access to switch services.

• Authorization—Determines which services the user is allowed to access. 
Examples of services are access to the switch management console and 
access to network services.

• Accounting—Collects and sends security information about switch 
management console users and switch management commands

Each service is configured using method lists. Method lists define how each 
service is to be performed by specifying the methods available to perform the 
service. The first method in a list is tried first. If the first method returns an 



276 Authentication, Authorization, and Accounting

error, the next method in the list is tried. This continues until all methods in 
the list have been attempted. If no method can perform the service, then the 
service fails. A method may return an error due to lack of network access, 
misconfiguration of a server, and other reasons. If there is no error, the 
method returns success if the user is allowed access to the service and failure 
if the user is not.

AAA gives the user flexibility in configuration by allowing different method 
lists to be assigned to different access lines. In this way, it is possible to 
configure different security requirements for the serial console than for 
Telnet, for example.

Methods
A method performs authentication or authorization for the configured 
service. Not every method is available for every service. Some methods require 
a username and password and other methods only require a password. 
Table 10-1 summarizes the various methods:

Table 10-1. AAA Methods

Method Username? Password? Can Return an Error?

enable no yes yes

ias yes yes no

line no yes yes

local yes yes yes

none no no no

radius yes yes yes

tacacs yes yes yes
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Methods that never return an error cannot be followed by any other methods 
in a method list.

• The enable method uses the enable password. If there is no enable 
password defined, then the enable method will return an error.

• The ias method is a special method that is only used for 802.1X. It uses an 
internal database (separate from the local user database) that acts like an 
802.1X authentication server. This method never returns an error. It will 
always pass or deny a user.

• The line method uses the password for the access line on which the user is 
accessing the switch. If there is no line password defined for the access 
line, then the line method will return an error.

• The local method uses the local user database. If the user password does 
not match, then access is denied. This method returns an error if the user 
name is not present in the local user database.

• The none method does not perform any service, but instead always returns 
a result as if the service had succeeded. This method never returns an error. 
If none is configured as a method, the user will always be authenticated 
and allowed to access the switch.

• The radius and tacacs methods communicate with servers running the 
RADIUS and TACACS+ protocols, respectively. These methods can 
return an error if the switch is unable to contact the server.

Method Lists
The method lists shown in Table 10-2 are defined by default. They cannot be 
deleted, but they can be modified. Using the “no” command on these lists 
will return them to their default configuration.

Table 10-2. Default Method Lists 

AAA Service (type) List Name List Methods

Authentication (login) defaultList none

Authentication (login) networkList local

Authentication (enable) enableList enable none

Authentication (enable) enableNetList enable

Authorization (exec) dfltExecAuthList none
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Access Lines
There are five access lines: console, Telnet, SSH, HTTP, and HTTPS. HTTP 
and HTTPS are not configured using AAA method lists. Instead, the 
authentication list for HTTP and HTTPS is configured directly 
(authorization and accounting are not supported). The default method lists 
for both the HTTP and HTTPS access lines consist of only the local method. 
Each of the other access lines may be assigned method lists independently for 
the AAA services.

The SSH line has built-in authentication beyond that configured by the 
administrator.

In the SSH protocol itself, there are multiple methods for authentication. 
These are not the authentication methods configured in AAA, but are 
internal to SSH itself. When an SSH connection is attempted, the challenge-
response method is specified in the connection request.

The methods available for authentication using SSH are: host-based 
authentication, public key authentication, challenge-response authentication, 
and password authentication. Authentication methods are tried in the order 
specified above, although SSH-2 has a configuration option to change the 
default order.

Host-based SSH authentication is not supported by Dell EMC Networking 
N-Series switches. Use the Management ACL capability to perform the 
equivalent function.

Public key SSH authentication operates as follows:

The administrator first generates a pair of encryption keys, the “public” key 
and the “private” key. Messages encrypted with the private key can be 
decrypted only by the public key, and vice-versa. The administrator keeps the 
private key on his/her local machine, and loads the public key on to the 
switch. When the administrator attempts to log into the switch, the protocol 
sends a brief message, encrypted with the public key. If the switch can decrypt 

Authorization (commands) dfltCmdAuthList none

Accounting (exec) dfltExecList tacacs (start-stop)

Accounting (commands) dfltCmdList tacacs (stop-only)

Table 10-2. Default Method Lists (Continued)

AAA Service (type) List Name List Methods
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the message (and can send back some proof that it has done so) then the 
response proves that switch must possess the public key, and user is 
authenticated without giving a username/password.

The public key method is implemented in the Dell EMC Networking 
N-Series switch as opposed to an external server. If the user does not present a 
certificate, it is not considered an error and authentication will continue with 
challenge-response authentication.

Challenge-response SSH authentication works as follows:

The switch sends an arbitrary “challenge” text and prompts for a response. 
SSH-2 allows multiple challenges and responses; SSH-1 is restricted to one 
challenge/response only. Examples of challenge-response authentication 
include BSD Authentication.

Finally, if all other authentication methods fail, SSH prompts the user for a 
password.

Enabling SSH Access
The following example enables the switch to be accessed using SSH. If RSA 
or DSA keys exist, the switch will prompt to overwrite the keys as shown 
below. The RSA and DSA keys are used to negotiate the symmetric 
encryption algorithm used for the SSH session.
console(config)#crypto key generate rsa
Do you want to overwrite the existing RSA keys? (y/n):y
RSA key generation started, this may take a few minutes...
RSA key generation complete.
console(config)#crypto key generate dsa
Do you want to overwrite the existing DSA keys? (y/n):y
DSA key generation started, this may take a few minutes...
DSA key generation complete.
console(config)#ip ssh server

Access Lines (AAA)
Table 10-3 shows the method lists assigned to the various access lines by 
default.
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Access Lines (Non-AAA)
Table 10-4 shows the default configuration of the access lines that do not use 
method lists.

Table 10-3. Default AAA Methods 

AAA Service (type) Console Telnet SSH

Authentication 
(login)

defaultList networkList networkList

Authentication 
(enable)

enableList enableList enableList

Authorization 
(exec)

dfltExecAuthList dfltExecAuthList dfltExecAuthList

Authorization 
(commands)

dfltCmdAuthList dfltCmdAuthList dfltCmdAuthList

Accounting (exec) none none none

Accounting 
(commands)

none none none

Table 10-4. Default Configuration for Non-AAA Access Lines

Access Line Authentication Authorization

HTTP local n/a

HTTPS local n/a

802.1X none none 
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Authentication
Authentication is the process of validating a user's identity. During the 
authentication process, only identity validation is done. There is no 
determination made of which switch services the user is allowed to access. 
This is true even when RADIUS is used for authentication; RADIUS cannot 
perform separate transactions for authentication and authorization. However, 
the RADIUS server can provide attributes during the authentication process 
that are used in the authorization process.

Authentication Types
There are three types of authentication:

• Login— Login authentication grants access to the switch if the user 
credentials are validated. Access is granted only at privilege level one.

• Enable—Enable authentication grants access to a higher privilege level if 
the user credentials are validated for the higher privilege level. When 
RADIUS is used for enable authentication, the username for this request is 
always $enab15$. The username used to log into the switch is not used for 
RADIUS enable authentication.

• 802.1X—802.1X authentication is used to grant an 802.1X supplicant 
access to the network. For more information about 802.1X, see "Port and 
System Security" on page 681.

Table 10-5 shows the valid methods for each type of authentication:

Table 10-5. Valid Methods for Authentication Types

Method Login Enable 802.1x

enable yes yes no

ias no no yes

line yes yes no

local yes no no

none yes yes yes

radius yes yes yes

tacacs yes yes no
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Authentication Manager

Overview

The Authentication Manager supports the hierarchical configuration of host 
authentication methods on an interface. Use of the Authentication Manager 
is optional, but it is recommended when using multiple types of 
authentication on an interface, e.g., Captive Portal in conjunction with MAB 
or IEEE 802.1X. Dell switches support the following host authentication 
methods:

• IEEE 802.1x

• MAC Authentication Bypass (MAB)

• Captive portal

Using the Authentication Manager, the administrator can configure an 
authentication method list on a per-port basis. Authentication can be enabled 
or disabled. If authentication is disabled, then no authentication method is 
applied and the port is provided with open access. The default behavior is 
that authentication is disabled for all ports.

The configured authentication methods are attempted in the configured 
order. If an authentication method times out (an error), then the next 
configured method is attempted. If an authentication method fails, i.e., an 
incorrect password was entered, then the next method is not attempted and 
authentication begins again from the first method. If all the methods return 
an error, then the Authentication Manager starts a timer for reauthentication. 
The value of the timer is equal to the re-authentication restart timer. Failure 
in this context means that host authentication was attempted and the host 
was unable to successfully authenticate. At the expiry of the timer, the 
Authentication Manager starts the authentication process again from the first 
method in the list.

The Authentication Manager supports configuring a priority for each 
authentication method on a port. The authentication priority allows a higher 
priority method (not currently running) to interrupt an authentication in 
progress with a lower-priority method. If a client is already authenticated, an 
interrupt from a higher-priority method can cause a client previously 
authenticated using a lower priority method to reauthenticate.
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By default, Dell switches are configured with a method list that contains the 
methods (in order) 802.1x, MAB as the default methods for all the ports. Dell 
switches restrict the configuration such that no method is allowed to follow 
the Captive Portal method, if configured. 

The authentication manager controls only the order in which the 
authentication methods are executed. The switch administrator is responsible 
for implementing the required configuration for the respective methods to 
authenticate successfully.

Authentication Restart

Authentication restarts from the first configured method on any of the 
following events:

• Link flap

• Authentication fails for all configured methods

• Authentication priority (802.1X packet received when a lower priority 
method is active)

802.1X Interaction

By default, 802.1X drops all traffic (other than LLDP/CDP) prior to 
successful 802.1X (or MAB) authentication. If Captive Portal is configured as 
a method, authentication allows certain traffic types, such as DHCP or DNS, 
access to the network during the Captive Portal method invocation. 

Authentication Priority

The default authentication priority of a method is equivalent to its position 
in the order of the authentication list. If authentication method priorities are 
not configured, then the relative priorities (first is highest) are in the same 
order as that of the per-port based authentication list.

Authentication priority allows a higher-priority method (not currently 
running) to interrupt an authentication in progress with a lower-priority 
method. Alternatively, if the client is already authenticated, an interrupt from 
a higher-priority method can cause a client, which was previously 
authenticated using a lower-priority method, to reauthenticate. 

For example, if a client is already authenticated using a method other than 
802.1X (MAB or Captive Portal) and 802.1X has higher priority than the 
authenticated method, and if an 802.1X frame is received, then the existing 
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authenticated client is removed and the authentication process begins again 
from the first method in the order. If 802.1X has a lower priority than the 
authenticated method, then the client is not removed and the 802.1X frames 
are ignored.

If administrator changes the priority of the methods, then all the users who 
are authenticated using a lower-priority method are forced to reauthenticate. 
If an authentication session is in progress and the administrator changes the 
order of the authentication methods, then the configuration will take effect 
for the next session onwards.

Configuration Example—802.1X and MAB

In this scenario, the authentication manager selects the first authentication 
method, 802.1X. If authentication using 802.1X is successful, then the client 
is allowed network access. If authentication using 802.1X errors out, then 
authentication manager selects the next authentication method: MAB. If 
authentication using MAB returns an error, then the port is unauthorized. 
The authentication manager will start a timer to re-authenticate the client. 
At the expiry of the timer, the authentication manager restarts authentication 
by selecting the 802.1X method.

1 Enter global configuration mode and define the RADIUS server.
console#configure
console(config)#aaa new-model
console(config)#radius server auth 10.10.10.10
console(config-auth-radius)#name BigRadius
console(config-auth-radius)#primary
console(config-auth-radius)#usage 802.1x
console(config-auth-radius)#exit

2 Define the global RADIUS server key.
console(config)#radius server key thatsyoursecret-keepit-
keepit

3 Enable authentication and globally enable 802.1x client authentication via 
RADIUS:
console(config)#authentication enable
console(config)#aaa authentication dot1x default radius
console(config)#dot1x system-auth-control
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4 On the interface, enable MAC based authentication mode, enable MAB, 
and set the order of authentication to 802.1X followed by MAC 
authentication. Configure the switch to send CHAP attributes to the 
RADIUS server. Set the format of the User-Name sent to the RADIUS 
server to XXXX.XXXX.XXXX. Also enable periodic re-authentication.
console(config)#mab request format attribute 1 groupsize 4 
separator . uppercase 
console(config)#vlan 2
console(config-vlan2)#interface gi1/0/4
console(config-if-Gi1/0/4)#switchport mode general
console(config-if-Gi1/0/4)#switchport general pvid 2
console(config-if-Gi1/0/4)#dot1x port-control mac-based
console(config-if-Gi1/0/4)#mab
console(config-if-Gi1/0/4)#default mab chap
console(config-if-Gi1/0/4)#authentication order dot1x mab
console(config-if-Gi1/0/4)#dot1x reauthentication
console(config-if-Gi1/0/4)#exit

Configuration Example—MAB Client

This example shows how to configure a MAB client on interface Gi1/0/2 using 
the IAS database for authentication.

1 Enter global configuration mode and create VLAN 3.
console#configure
console(config)#configure
console(config)#vlan 3
console(config-vlan3)#exit

2 Enable the authentication manager and globally enable 802.1x.
console(config)#authentication enable
console(config)#dot1x system-auth-control

3 Set IEEE 802.1x to use the local IAS user database.
console(config)#aaa authentication dot1x default ias

4 Configure the IAS database with the client MAC address as the user name 
and password. The password MUST be entered in upper case or the 
authentication will fail with an MD5 Validation Failure, as the MD5 
password hashes would not match.
console(config)#aaa ias-user username F8B1562BA1D9
console(config-ias-user)#password F8B1562BA1D9
console(config-ias-user)#exit
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5 Configure interface gi1/0/2 to use VLAN 3 in general mode. General mode 
is required for MAC-based authentication.
console(config)#interface Gi1/0/2
console(config-if-Gi1/0/2)#switchport mode general
console(config-if-Gi1/0/2)#switchport general pvid 3

6 On the interface, configure the port to use MAC based authentication and 
enable MAB. The authentication manager is configured to only use MAB 
and the priority is set to MAB.
console(config-if-Gi1/0/2)#dot1x port-control mac-based
console(config-if-Gi1/0/2)#mab
console(config-if-Gi1/0/2)#authentication order mab
console(config-if-Gi1/0/2)#authentication priority mab
console(config-if-Gi1/0/2)#exit

If it is possible that an 802.1x aware client may be connected, it is advisable to 
configure a re-authentication timer on the port using the dot1x timeout re-
authperiod command.

The following command shows the 802.1x configuration on the interface:
console(config-if-Gi1/0/1)#show dot1x interface gi1/0/2

Administrative Mode............... Enabled
Dynamic VLAN Creation Mode........ Disabled
VLAN Assignment Mode.............. Disabled
Monitor Mode...................... Disabled

Port      Admin Mode         Oper Mode    Reauth   Reauth
                                          Control  Period
--------- ------------------ ------------ -------- ----------
Gi1/0/2   mac-based          Authorized   FALSE    3600

Quiet Period................................... 60
Transmit Period................................ 30
Maximum Requests............................... 2
Max Users...................................... 64
Guest-vlan Timeout............................. 90
Server Timeout (secs).......................... 30
MAB mode (configured).......................... Enabled
MAB mode (operational)......................... Enabled

Logical Supplicant     AuthPAE            Backend    VLAN Username      
Filter
Port    MAC-Address    State              State       Id                 
Id
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------- -------------- ------------------ ---------- ---- ---------
---- ------
64      F8B1.562B.A1D9 Authenticated      Idle       3    
F8B1562BA1D9

console(config-if-Gi1/0/1)#show dot1x clients all

Clients Authenticated using Monitor Mode....... 0
Clients Authenticated using Dot1x.............. 1
Interface...................................... Gi1/0/2
User Name...................................... F8B1562BA1D9
Supp MAC Address............................... F8B1.562B.A1D9
Session Time................................... 1240
Filter Id......................................
DACL Name......................................
RADIUS Framed IPv4/IPv6 address................
VLAN Assigned.................................. 3
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Using RADIUS
The RADIUS client on the switch supports multiple RADIUS servers. When 
multiple authentication servers are configured, they can help provide 
redundancy. One server can be designated as the primary and the other(s) will 
function as backup server(s). The switch attempts to use the primary server 
first. if the primary server does not respond, the switch attempts to use the 
backup servers. A priority value can be configured to determine the order in 
which the backup servers are contacted.

How Does RADIUS Control Management Access?

Many networks use a RADIUS server to maintain a centralized user database 
that contains per-user authentication information. RADIUS servers provide a 
centralized authentication method for: 

• Network Access (IEEE 802.1X)

• User Manager (Management access)

• Captive Portal

Like TACACS+, RADIUS access control utilizes a database of user 
information on a remote server. Making use of a single database of accessible 
information—as in an Authentication Server—can greatly simplify the 
authentication and management of users in a large network. One such type of 
Authentication Server supports the Remote Authentication Dial In User 
Service (RADIUS) protocol as defined by RFC 2865. 

For authenticating users, the RADIUS standard has become the protocol of 
choice by administrators of large networks. To accomplish the authentication 
in a secure manner, the RADIUS client and RADIUS server must both be 
configured with the same shared password or “secret”. This “secret” is used to 
generate one-way encrypted authenticators that are present in all RADIUS 
packets. The “secret” is never transmitted over the network. 

RADIUS conforms to a secure communications client/server model using 
UDP as a transport protocol. It is extremely flexible, supporting a variety of 
methods to authenticate and statistically track users. RADIUS is also 
extensible, allowing for new methods of authentication to be added without 
disrupting existing functionality.
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As a user attempts to connect to the switch management interface, the switch 
first detects the contact and prompts the user for a name and password. The 
switch encrypts the supplied information, and a RADIUS client transports 
the request to a preconfigured RADIUS server. 

Figure 10-1. RADIUS Topology

The server can authenticate the user itself or make use of a back-end device to 
ascertain authenticity. In either case a response may or may not be 
forthcoming to the client. If the server accepts the user, it returns a positive 
result with attributes containing configuration information. If the server 
rejects the user, it returns a negative result. If the server rejects the client or 
the shared secrets differ, the server returns no result. If the server requires 
additional verification from the user, it returns a challenge, and the request 
process begins again.

If using a RADIUS server to authenticate users, the RADIUS administrator 
must configure user attributes in the user database on the RADIUS server. 
The user attributes include the user name, password, and privilege level. 

NOTE: To set the user privilege level at login, it is required that the Service-Type 
attribute be used for RADIUS instead of the Cisco AV pair priv-lvl attribute. The 
Cisco AV priv-lvl is supported only for TACACS authorization.

Management Host

Primary RADIUS Server

Backup RADIUS Server

Management 
Network

Dell EMC Networking 
N-Series switch
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Which RADIUS Attributes Does the Switch Support?

Table 10-6 lists the RADIUS attributes that the switch supports and indicates 
whether the 802.1X feature, User Manager feature, or Captive Portal feature 
supports the attribute. The RADIUS administrator must configure these 
attributes on the RADIUS server(s) when utilizing the switch RADIUS 
service, and may also need to enable processing of the specific attribute on 
the switch.

Table 10-6. Supported RADIUS Attributes 

Type RADIUS Attribute Name 802.1X User Manager Captive Portal

1 User-Name Yes Yes No

2 User-Password Yes Yes No

3 CHAP-Password Yes No No

4 NAS-IP-Address Yes Yes No

5 NAS-Port Yes No No

6 Service-Type Yes Yes No

8 Framed-IP-Address Auth. only Yes No

11 Filter-Id Yes No No

12 Framed-MTU Yes No No

15 Login-Service No Yes No

18 Reply-Message Auth. only Yes No

24 State Yes Yes No

25 Class Yes Yes No

26 Vendor-Specific Yes Yes Yes

27 Session-Timeout Yes No Yes

28 Idle-Timeout No No Yes

29 Termination-Action Yes No No

30 Called-Station-Id Yes No No

31 Calling-Station-Id Yes No Yes

32 NAS-Identifier No Yes No

40 Acct-Status-Type Acct. only Yes No
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How Are RADIUS Attributes Processed on the Switch?

The following attributes are processed in the RADIUS Access-Accept 
message received from a RADIUS server:

• REPLY-MESSAGE

Trigger to respond to the Access-Accept message with an EAP notification.

• STATE

RADIUS server state. Transmitted in Access-Request messages.

• SERVICE-TYPE 

The Service-Type attribute may be validated in the Access-Accept packet 
received from the RADIUS server. Only the Login-User(1), 
Administrative-User(6), and Call-Check(10) values are considered valid 

41 Acct-Delay-Time Acct. only No No

42 Acct-Input-Octets Yes No No

43 Acct-Output-Octets Yes No No

44 Acct-Session-Id Acct. only Yes No

46 Acct-Session-Time Yes Yes No

49 Acct-Terminate-Cause Yes No No

52 Acct-Input-Gigawords Yes No No

53 Acct-Output-Gigawords Yes No No

61 NAS-Port-Type Yes No Yes

64 Tunnel-Type Yes No No

65 Tunnel-Medium-Type Yes No No

79 EAP-Message Yes No No

80 Message-Authenticator Auth. only Yes No

81 Tunnel-Privategroup-Id Yes No No

168 Framed-IPv6-Address Acct. only No No

Table 10-6. Supported RADIUS Attributes (Continued)

Type RADIUS Attribute Name 802.1X User Manager Captive Portal
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for Service-Type in the Access-Accept message returned from the RADIUS 
server. 

• SESSION-TIMEOUT

Session time-out value for the session (in seconds). Used by both 802.1x 
and Captive Portal.

• TERMINATION-ACTION

Indication as to the action taken when the service is completed.

• EAP-MESSAGE

Contains an EAP message to be sent to the user. This is typically used for 
MAB clients.

• VENDOR-SPECIFIC

The following Cisco AV Pairs are supported:

– shell:priv-lvl

– shell:roles

– ip:inacl={standard-access-control-list-name | extended-access-
control-list-name}

– ipv6:inacl={standard-access-control-list-name | extended-access-
control-list-name}

– ip:inacl[#number]={extended-access-control-list}

– ip:outacl[#number]={extended-access-control-list}

– ipv6:inacl[#number]={extended-access-control-list}

– ipv6:outacl[#number]={extended-access-control-list}

– ip:traffic-class={existing ACL name}

• FILTER-ID

Name of an existing ACL or DiffServ policy for this user.

• FRAMED-IP-ADDRESS

The IP address assigned to the host accessing the network. Cached and 
transmitted in accounting packets.

• FRAMED-IPv6-ADDRESS
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The IPv6 address assigned to the host accessing the network. Cached and 
transmitted in accounting packets.

• TUNNEL-TYPE

Used to indicate that a VLAN is to be assigned to the user when set to 
tunnel type VLAN (13).

• TUNNEL-MEDIUM-TYPE

Used to indicate the tunnel medium type. Must be set to medium type 
802 (6) to enable VLAN assignment.

• TUNNEL-PRIVATE-GROUP-ID

Used to indicate the VLAN to be assigned to the user. May be a string 
which matches a preconfigured VLAN name or a VLAN ID. If a VLAN ID 
is given, the string must contain only decimal digits.

Using TACACS+ Servers to Control Management Access
TACACS+ (Terminal Access Controller Access Control System) provides 
access control for networked devices via one or more centralized servers. 
TACACS+ simplifies authentication by making use of a single database that 
can be shared by many clients on a large network. TACACS+ uses TCP to 
ensure reliable delivery and a shared key configured on the client and daemon 
server to encrypt all messages.

If TACACS+ is configured as the authentication method for user login and a 
user attempts to access the user interface on the switch, the switch prompts 
for the user login credentials and requests services from the TACACS+ 
client. The client then uses the configured list of servers for authentication, 
and provides results back to the switch. 

Figure 10-2 shows an example of access management using TACACS+.
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Figure 10-2. Basic TACACS+ Topology

The TACACS+ server list can be configured with one or more hosts defined 
via their network IP addresses. Each can be assigned a priority to determine 
the order in which the TACACS+ client will contact the servers. TACACS+ 
contacts the server when a connection attempt fails or times out for a higher 
priority server. 

Each server host can be configured with a specific connection type, port, 
timeout, and shared key, or the server hosts can be globally configured with 
the key and timeout. 

The TACACS+ server can do the authentication itself, or redirect the request 
to another back-end device. All sensitive information is encrypted and the 
shared secret is never passed over the network; it is used only to encrypt the 
data.

Which TACACS+ Attributes Does the Switch Support?

Table 10-7 lists the TACACS+ attributes that the switch supports and 
indicates whether the authorization or accounting service supports sending or 
receiving the attribute. The authentication service does not use attributes. 
The following attributes can be configured on the TACACS+ server(s) when 
utilizing the switch TACACS+ service.

Management Host

Primary TACACS+ Server

Backup TACACS+ Server

Management 
Network

Dell EMC Networking N-Series
switch



Authentication, Authorization, and Accounting 295

Dynamic ACL Overview
NOTE: This feature is only supported in 802.1X auto mode configuration.

Dynamic ACLs allow operators to administer bespoke network access policies 
from a central location (the RADIUS server). Access policies are enforced via 
the use of ACLs installed for the duration of the user session. Unique policies 
can be assigned based upon the user credentials/location/time of day and 
other information presented to the RADIUS server during the authentication 
process. The benefit to the end user is that the policy can follow the user 
around the network, regardless of where the network is accessed. The benefit 
to the network administrator is that policy can be configured once for the user 
and does not need to be configured on multiple devices.

IEEE 802.1X auto mode ports may be configured to accept 802.1X 
authentication for both the data VLAN and voice VLAN. In this case, both 
authentications may contain DACL references or definitions. The DACLs are 
applied and removed for each authentication session independently of the 
other sessions, however, the DACLs are applied at the port level and are 
capable of filtering any matching ingress traffic, regardless of which 
authentication session actually instantiated the DACL. 

Table 10-7. Supported TACACS+ Attributes

Attribute Name Exec Authorization Command 
Authorization

Accounting

cmd both (optional) sent sent

cmd-arg sent

elapsed-time sent

priv-lvl received

protocol sent

roles both (optional)

service=shell both sent sent

start-time sent

stop-time sent
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Note that 802.1X auto mode ports are restricted to a single data device and a 
single voice device by default. This restriction is enforced by implicitly 
filtering incoming traffic based upon the MAC address of the authenticating 
client.

DACLs contained in an 802.1X re-authentication Access-Accept replace the 
DACLs instantiated in the existing session. DACLs are never applied to hosts 
authenticated into the Guest or Unauthenticated VLAN. DACLs are 
compatible with RADIUS VLAN assignment.

Filter-ID Support

The switch supports the association of preconfigured access-lists to an 802.1X 
authenticated port as presented in the IETF Filter-ID (11) RADIUS attribute 
(RFC 2865) in an Access-Accept message if configured to accept same. The 
port must be configured in 802.1X auto mode. If DACL capability is not 
enabled, or the port is not configured for 802.1X auto mode, Filter-ID 
attributes are ignored (as if they are not present in the message) and 
authentication proceeds in the normal manner. Other RADIUS attributes 
(for example, Tunnel-Medium-Type, Tunnel-Type, Tunnel-Private-Group-ID, 
and so on) are processed in the normal manner. The named ACL must exist 
on the switch and can be of any ACL type (MAC, IPv4, or IPv6). 

When the identified ACL is applied, all statically-configured ACLs on the 
port are removed and the new ACL is configured prior to 802.1X authorizing 
the port. When the 802.1X session terminates, the dynamic ACL is removed 
and the pre-existing ACLs are restored to the port. 

If no Access list exists matching the Filter-ID, the Access-Accept is treated as 
an Access-Reject and the port is not authorized. A log message indicating 
same is issued (Interface X/X/X not authorized. Filter-ID 
XXXX selected by server x.y.z.x is not present on 
switch). No Acct-Start packet is sent and an EAP-Failure is sent to the 
802.1X client. Note that the name in a Filter-ID may be a number of an ACL 
in the form of <ACL#.in>, such as 100.in. If both a Filter-ID and a Cisco 
AV-Pair (26) are present in the Access-Accept, the Access-Accept is treated as 
an Access-Reject and the port is not authorized. A log message indicating 
same is issued (Interface X/X/X not authorized. RADIUS 
Access-Accept/COA-Request contains both Filter-
ID(11)and AV-Pair(26)attributes). No Acct-Start packet is sent 
and an EAP-Failure is sent to the 802.1X client.
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Dynamic ACLs using the Filter-ID syntax are always enabled.

Filter-ID syntax:

Named ACL - printable character string of the form <ACLNAME>, 
<Direction>, for example, Filter-id="test_static.in"

Filter-ID example:

Named_ACL - printable character string of the form Filter-id=
"test_static.in"

Preconfigured or Dynamic ACLs

The switch also supports the application of preconfigured ACLs or the 
configuration and application of dynamically-created Access Lists to an 
802.1X authenticated port as presented in a series of Cisco VSA (009/001) av-
pair (26) attributes in a RADIUS Access-Accept. If dynamic ACL capability is 
not enabled, VSA 26 attributes are ignored as if they are not present in the 
message and authentication proceeds in the normal manner. Other RADIUS 
attributes (for example, Tunnel-Medium-Type, Tunnel-Type, Tunnel-Private-
Group-ID, and so on) are processed in the normal manner. 

Dynamic ACLs using the VSA AV-Pair syntax may be enabled by configuring 
the radius server vsa send authentication command.

The switch will configure the rules in IPv4 or IPv6 Extended Access Lists 
named IP-DACL-IN-<port id>#d where <port-id> is the user 
presentable short form port name, such as Te1/0/1. The corresponding IPv6 
naming convention is IPV6-DACL-IN-<port-id>#d. DACLs for Voice 
VLAN are named IP-V-DACL-IN-<port id>#d. Note that the # sign is not 
an acceptable character for an ACL name which prevents the DACL from 
being edited or removed via the UI. The original ACL, if any, is restored to the 
port after the 802.1X session terminates. Only ingress ACLs are supported.

If there is an error applying the ACL to the port, a WARN log message 
indicating same is issued (Interface X/X/X not authorized. 
Application of downloaded ACL XXX did not complete due 
to resource exhaustion) and the Access-Accept is treated as an 
Access-Reject. The port is not authorized. Any previously configured ACLs 
are added back to the port. If Accounting is enabled, the Acct-Start packet is 
not sent and an EAP-Failure packet is sent to the 802.1X client.

The VSA av-pair is coded as follows: Attribute 26, Vendor ID 9, Vendor type 9.
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Predefined or Dynamic ACL Selection

Send the following Cisco VSA (009/001) av-pair (26) attribute syntax from 
the RADIUS server in the Access-Accept message to select an ACL that is 
already configured on the switch. The ACL must be preconfigured on the 
switch. The extended-access-control-list-name is the name or number of an 
existing ACL. The standard-access-control-list-name is the number of an 
existing ACL. The ACL need not be statically preconfigured on the port prior 
to RADIUS configuring the ACL when authorizing the port. All statically-
configured ACLs on a port are removed prior to configuring the dynamic ACL 
and authorizing the port. The ACL applied is considered state, not 
configuration and is not shown in the running-config.

Syntax
ip:inacl={standard-access-control-list-name | extended-access-
control-list-name }

ipv6:inacl={standard-access-control-list-name | extended-access-
control-list-name }

• The ip before the colon indicates an existing IPv4 ACL name or number 
follows the equals sign. 

• The ipv6 before the colon indicates an IPv6 ACL name or number follows 
the equals sign. 

• The token standard-access-control-list-name means a Dell EMC Standard 
ACL identified by the decimal number after the equals sign. 

• The token extended-access-control-list-name means a Dell EMC IP/IPv6 
Extended ACL identified by the decimal number or the name of an 
preconfigured ACL. The range numbers are not restricted to ranges as in 
other vendor implementations. 

• The tokens ip:inacl and ipv6:inacl are in lower case and are followed by an 
equals sign with no intervening white space.

Predefined ACL Examples
ip:inacl=Named_ACL
ipv6:inacl=Named_IPv6_ACL
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Dynamic ACL Creation

Send the following Cisco VSA (009/001) av-pair (26) attribute syntax from 
the RADIUS server in the Access-Accept message to create an ACL that does 
not exist on the switch. The ACL need not be statically preconfigured on the 
port prior to RADIUS creating the ACL and authorizing the port. All 
statically configured ACLs on a port are removed prior to configuring the 
dynamic ACL. The ACL applied is considered state, not configuration and is 
not shown in the running-config.

Syntax
ip:inacl[#number]={extended-access-control-list}
ipv6:inacl[#number]={ extended-access-control-list}

• where ip indicates an IPv4 ACL definition follows the equals sign and ipv6 
indicates an IPv6 ACL definition follows the equals sign. 

• #number is the ACL sequence number in decimal format. Range 1-
2147483647.

• The tokens ip:inacl and ipv6:inacl are in lower case and are followed by an 
equals sign with no intervening white space.

• The token extended-access-control-list means a Dell EMC IPv4/IPv6 
Extended ACL CLI rule definition beginning with the {permit|deny} 
tokens followed by the protocol { eigrp | gre | icmp | igmp | ip | ipinip | 
ospf | pim | tcp | udp | 0-55} et. seq., as described in the CLI Reference 
Guide for the permit/deny commands.

Dynamic ACL Example (Extended syntax, for example, ip access-list 
extended ...):
ip:inacl#100=permit ip any 209.165.0.0 0.0.255.255
ip:inacl#110=permit ip any 209.166.0.0 0.0.255.255
ip:inacl=permit ip any 209.167.0.0 0.0.255.255

Restrictions and Caveats

Only ingress ACLs are supported. Dynamic ACLs are supported only for ports 
in General or Access mode when configured in 802.1X auto mode.

The processing of dynamic ACLs VSAs is controlled by the [no] radius server 
vsa send authentication syntax. The default is disabled. No other VSAs (such 
as, voice VLAN) are affected by this configuration.
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Either traffic-class av-pairs or multiple ip:inacl/ipv6:inacl av-pairs may be 
present in the RADIUS message, but not both. If both are present, or there 
are syntax errors in the received ACLs (other than duplicate rules), the ACL 
rules are not applied, the RADIUS Access-Accept is treated as an Access-
Reject, and a WARN log message or Interface X/X/X not 
authorized. Application of downloaded ACL did not 
complete due to invalid syntax XXXXX is issued indicating that 
a received RADIUS rule is misconfigured with invalid syntax or configured 
with both ip:traffic-class and in acl rules, and identifying the RADIUS server 
and the affected interface. If Accounting is enabled, the Acct-Start packet is 
not sent. An EAP-Failure is sent to the 802.1X client.

The VSAs may appear in any order in the RADIUS message. A mixture of 
in/out and IPv4/IPv6 rules may be present in the RADIUS message to be 
parsed into the four two Access-Groups. Rules are separated by newlines 
(either CR or CR/LF). Upper and lower case shall be accepted. The strings 
ip:traffic-class, ip:inacl, ... are always in lower case. The optional digits 
following the # symbol indicate the ACL number in the access list. 

The rules are applied in the order they appear in the RADIUS packet (the 
ACL numbers indicate the relative internal priority). Duplicate entries 
(identical number) in the Access-Accept message follow the same behavior as 
exists in the UI today (overwrite the previous entry). Conflicting rules are 
handled in the same manner as if configured via the CLI.

RADIUS-supplied dynamic ACLS are applied at the access-group level after 
removing all statically configured access groups/traffic filters on the port and 
before any policies specified in Filter-ID. The following order is observed for 
application of the access-groups: IPv6-DACL-IN, IP-DACL-IN, IPv6-V-
DACL-IN, IP-V-DACL-IN. Empty rules sets are not applied to the port. The 
words statically configured access-groups do not include denial of service or 
storm control configurations as they use different internal hardware.

The dynamic ACLs exist only for the duration of the 802.1X session. They are 
removed when the 802.1X session is terminated (including for COA bounce-
host-port or COA termination requests) or when the port goes down 
(unplugged or shut down). Any static ACLs previously removed from the port 
are restored when the last 802.1X session ends. Note that the port is 
unauthorized when the session ends, so the static rules are not actually 
written into hardware. They are available for application if the RADIUS server 
does not send an ACL or the port otherwise becomes authorized. The 
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administrator can override the port configuration and add a manually 
configured ACL. If the administrator adds an ACL, only the DACL is 
removed when the session ends. 

The switch does not alter the dynamic ACL IP address filter; IP source 
addresses in the DACL are not altered to use the supplicant IP address.

The dynamic ACL is supported for 802.1X auto mode for a port configured in 
access or general mode. Dynamic ACLs are ignored/rejected on ports 
configured for multi-session or MAC-based mode. The Access-Accept is 
treated as an Access-Reject and the port is not authorized. A log message 
indicating same is issued (Interface X/X/X not authorized. 
Dynamic ACL XXXX not supported in 802.1X MAC-based 
mode). No Acct-Start packet is sent and an EAP-Failure is sent to the 802.1X 
client.

Only one dynamic IPv4 ACL and one dynamic IPv6 ACL may be associated 
with an 802.1X session (for a total of two access-groups per 802.1X session). 
Only two named ACLs (one IPv4 and one IPv6) are supported (for a total of 
two access groups per 802.1X session) per received Access-Accept.

Dynamic ACLs are supported for ports configured in 802.1X Monitor Mode. 
Syntax errors are logged in the Monitor Mode log. Monitor mode behavior is 
not altered, for example, if sufficient information to allow access the host to 
the port is present, the host is allowed access to the port.

Dynamic ACLs are subject to the same hardware scale limitations as static 
ACLs. If the ACL cannot be applied (resource limitation), then the Access-
Accept is treated as an Access-Reject and the port is not authorized. A log 
message indicating same is issued (Interface X/X/X not 
authorized. ACL received from RADIUS server exceeds 
available resources). No Acct-Start packet is sent and an EAP-Failure 
is sent to the 802.1X client.

Dynamic ACLs may not exceed the size of a single RADIUS Access-Accept 
packet. There is no support for multiple packet ACLs. (Max dynamic ACL is 
4000 ASCII characters). There is no support for Downloadable ACLs where 
the NAS sends a request to the RADIUS server to retrieve an ACL.
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Authentication Examples
It is important to understand that during authentication, all that happens is 
that the user is validated. If any attributes are returned from the server, they 
are not processed during authentication. In the examples below, it is assumed 
that the default configuration of authorization—that is, no authorization—is 
used.

Local Authentication Example

Use the following configuration to require local authentication when logging 
in over a Telnet connection:

1 Create a login authentication list called “loc” that contains the method 
local:
console#config
console(config)#aaa authentication login “loc” local

2 Enter the configuration mode for the Telnet line:
console(config)#line telnet

3 Assign the loc login authentication list to be used for users accessing the 
switch via Telnet:
console(config-telnet)#login authentication loc
console(config-telnet)#exit

4 Allow Telnet and SSH users access to Privileged Exec mode. It is required 
that an enable password be configured to allow local access users to elevate 
to privileged exec level:
console(config)#enable password PaSSW0rd

5 Create a user with the name “guest” and password “password”. A simple 
password can be configured here, since strength-checking has not yet been 
enabled:
console(config)#username guest password password

6 Set the minimum number of numeric characters required when password 
strength checking is enabled. This parameter is enabled only if the 
passwords strength minimum character-classes parameter is set to 
something greater than its default value of 0:
console(config)#passwords strength minimum numeric-characters 
2
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7 Set the minimum number of character classes that must be present in the 
password. The possible character classes are: upper-case, lower-case, 
numeric and special:
console(config)#passwords strength minimum character-classes 4

8 Enable password strength checking:
console(config)#passwords strength-check

9 Create a user with the name “admin” and password “paSS1&word2”. This 
user is enabled for privilege level 15. Note that, because password strength 
checking was enabled, the password was required to have at least two 
numeric characters, one uppercase character, one lowercase character, and 
one special character:
console(config)#username admin password paSS1&word2 privilege 
15

10 Configure the switch to lock out a local user after three failed login 
attempts:
console(config)#passwords lock-out 3

This configuration allows either user to log into the switch. Both users will 
have privilege level 1. If no enable password was configured, neither user 
would be able to successfully execute the enable command, which grants 
access to Privileged Exec mode, because there is no enable password set by 
default (the default method list for Telnet enable authentication is only the 
“enable” method).

NOTE: It is recommend that the password strength checking and password 
lockout features be enabled when configuring local users.
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RADIUS Authentication Example

Use the following configuration to require RADIUS authentication to login 
over a Telnet connection:

1 Create a login authentication list called “rad” that contains the method 
radius. If this method returns an error, the user will fail to login:
console#config
console(config)#aaa authentication login “rad” radius

2 Create an enable authentication list called “raden” that contains the 
method radius. If this method fails, then the user will be unable to execute 
the enable command:
console(config)#aaa authentication enable “raden” radius

3 The following command is the first step in defining a RADIUS 
authentication server at IP address 1.2.3.4. The automate-tester username 
parameter is a dummy User ID that is NOT configured on the RADIUS 
server, and is used to verify server liveness. The result of this command is 
to place the user in radius server configuration mode to allow further 
configuration of the server:
console(config)#radius server auth 1.2.3.4
console(config-auth-radius)#name Radius-Server
console(config-auth-radius)#automate-tester username 
DummyLogin idle-time 30

4 Define the shared secret. This must be the same as the shared secret 
defined on the RADIUS server:
console(config-auth-radius)#key “secret”
console(config-auth-radius)#exit

5 Enter the configuration mode for the Telnet line:
console(config)#line telnet

6 Assign the rad login authentication method list to be used for users 
accessing the switch via Telnet:
console(config-telnet)#login authentication rad

7 Assign the raden enable authentication method list to be used for users 
executing the enable command when accessing the switch via Telnet:
console(config-telnet)#enable authentication raden
console(config)#exit
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ACL Using Authentication Manager to Configure MAB with RADIUS Server

The following is a relatively complex example of using an ACL to control 
access to Gi1/0/1, using the Authentication Manager to configure MAB in 
conjunction with a RADIUS server.

1 Create VLAN 60 which will be used for management access via Gi1/0/1:
console#config
console(config)#vlan 60
console(config-vlan60)#exit

2 Enable the authentication manager:
console(config)#authentication enable

3 Create an access list limiting IP communication exclusively to host 
172.25.129.299. All other IP addresses are excluded. This address is in the 
Bogons address space:
console(config)#ip access-list RADIUSCAP
console(config-ip-acl)#permit ip any 172.25.129.229 0.0.0.0
console(config-ip-acl)#permit ip 172.25.129.229 0.0.0.0 any
console(config-ip-acl)#deny ip any any
console(config-ip-acl)#permit every
console(config-ip-acl)#exit

4 Set a default gateway for the switch:
console(config)#ip default-gateway 172.25.128.254

5 Set a default route with administrative distance 253:
console(config)#ip route 0.0.0.0 0.0.0.0 172.25.128.254 253

6 Assign an IP address to the management VLAN:
console(config)#interface vlan 60
console(config-vlan60)#ip address 172.25.128.214 255.255.0.0
console(config-vlan60)#exit

7 Enable 802.1x client authentication via RADIUS and allow VLAN 
assignment to 802.1x clients:
console(config)#dot1x system-auth-control
console(config)#aaa authentication dot1x default radius
console(config)#aaa authorization network default radius

8 Allow 802.1x client VLANs to be dynamically created via RADIUS:
console(config)#dot1x dynamic-vlan enable

9 Configure the primary RADIUS sever:
console(config)#radius server auth 172.25.129.229
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console(config-auth-radius)#name Default-Radius-Server
console(config-auth-radius)#primary
console(config-auth-radius)#usage 802.1x
console(config-auth-radius)#key “dellSecret”
console(config)#exit

10 Configure the management interface and bypass 802.1x authentication for 
the connected management host:
console(config)#interface Gi1/0/1
console(config-if-Gi1/0/1)#switchport access vlan 60
console(config-if-Gi1/0/1)#dot1x port-control force-authorized
console(config-if-Gi1/0/1)#ip access-group RADIUSCAP in 1
console(config)#exit

11 Configure a dedicated printer port. This ports is enabled for MAB only. 
The VLAN is assigned by the RADIUS server:
console(config)#interface Gi1/0/21
console(config-if-Gi1/0/21)#switchport mode general
console(config-if-Gi1/0/21)#dot1x port-control mac-based
console(config-if-Gi1/0/21)#mab
console(config-if-Gi1/0/21)#authentication order mab
console(config-if-Gi1/0/21)#authentication priority mab 
console(config-if-Gi1/0/21)#exit

12 Configure a port for 802.1x access using MAB. This port will periodically 
re-authenticate connected clients using the configured timer values. The 
selected timer values are intended to reduce the time required to 
authenticate:
console(config)#interface Gi1/0/22
console(config-if-Gi1/0/22)#switchport mode general
console(config-if-Gi1/0/22)#dot1x port-control mac-based
console(config-if-Gi1/0/22)#dot1x reauthentication
console(config-if-Gi1/0/22)#dot1x timeout quiet-period 10
console(config-if-Gi1/0/22)#dot1x timeout re-authperiod 300
console(config-if-Gi1/0/22)#dot1x timeout tx-period 7
console(config-if-Gi1/0/22)#dot1x timeout guest-vlan-period 5
console(config-if-Gi1/0/22)#dot1x timeout server-timeout 6
console(config-if-Gi1/0/22)#mab
console(config-if-Gi1/0/22)#exit
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Combined RADIUS, CoA, MAB and 802.1x Example

The following example configures RADIUS in conjunction with IEEE 802.1X 
to provide network access to switch clients.

1 Enable 802.1x:
console#config
console(config)#dot1x system-auth-control

2 Configure 802.1x clients to use RADIUS services:
console(config)#aaa authentication dot1x default radius

3 Enable CoA for RADIUS:
console(config)#aaa server radius dynamic-author

4 Configure the remote RADIUS server for COA requests at 10.130.191.89 
with “shared secret” as the key:
console(config-radius-da)#client 10.130.191.89 server-key 
“shared secret”

5 Specify that any CoA request with a matching key identifies a client:
console(config-radius-da)#auth-type any
console(config-radius-da)#exit

6 Configure a group of RADIUS clients (switches) to appear as a single large 
RADIUS client (by using the same NAS-IP-Address):
console(config)#radius server attribute 4 10.130.65.4

7 Specify that the RADIUS server for host authentication/network access is 
located at 10.130.191.89:
console(config)#radius server auth 10.130.191.89
console(config-auth-radius)#name Default-RADIUS-Server

8 Configure the RADIUS shared secret as “shared secret”:
console(config-auth-radius)#key “shared secret”
console(config-auth-radius)#exit

9 Configure Gi1/0/7 to use MAC based authentication. This allows multiple 
hosts sharing the same network port to be individually allowed or denied 
access to network resources. CoA requests to terminate a host session can 
be issued by the RADIUS server. This means that if the RADIUS server 
terminates the host session and subsequently refuses to authorize the host 
(based upon the MAC address), the host is denied access to the network:
console(config)#interface Gi1/0/7
console(config-if-Gi1/0/7)#dot1x port-control mac-based
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console(config-if-Gi1/0/7)#exit

10 Configure Gi1/0/6 to allow connected hosts access to network resources, 
regardless of RADIUS configuration. RADIUS CoA disconnect requests 
are ignored for clients on this port:
console(config)#interface Gi1/0/6
console(config-if-Gi1/0/6)#dot1x port-control force-authorized
console(config-if-Gi1/0/6)#exit

11 Configure Gi1/0/5 to use standard 802.1x authentication:
console(config)#interface Gi1/0/5
console(config-if-Gi1/0/5)#dot1x port-control auto
console(config-if-Gi1/0/5)#exit
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TACACS+ Authentication Example

Use the following configuration to require TACACS+ authentication when 
logging in over a Telnet connection:

1 Create a login authentication list called “tacplus” that contains the 
method tacacs. If this method returns an error, the user will fail to login:
console#config
console(config)#aaa authentication login “tacplus” tacacs

2 Create an enable authentication list called “tacp” that contains the 
method tacacs. If this method fails, then the user will fail to execute the 
enable command:
console(config)#aaa authentication enable “tacp” tacacs

3 The following command is the first step in defining a TACACS+ server at 
IP address 1.2.3.4. The result of this command is to place the user in 
tacacs-server mode to allow further configuration of the server:
console(config)#tacacs-server host 1.2.3.4

4 Define the shared secret. This must be the same as the shared secret 
defined on the TACACS+ server:
console(config-tacacs)#key “secret”
console(config-tacacs)#exit

5 Enter the configuration mode for the Telnet line.
console(config)#line telnet

6 Assign the tacplus login authentication method list to be used for users 
accessing the switch via Telnet:
console(config-telnet)#login authentication tacplus

7 Assign the tacp enable authentication method list to be used for users 
executing the enable command when accessing the switch via Telnet:
console(config-telnet)#enable authentication tacp
console(config-telnet)#exit

NOTE: A user logging in with this configuration would be placed in User Exec 
mode with privilege level 1. To access Privileged Exec mode with privilege level 15, 
use the enable command.
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Public Key SSH Authentication Example
The following is an example of a public key configuration for SSH login. 
Using a tool such as putty and a private/public key infrastructure, one can 
enable secure login to the Dell EMC Networking N-Series switch without a 
password. Instead, a public key is used with a private key kept locally on the 
administrator's computer. The public key can be placed on multiple devices, 
allowing the administrator secure access without needing to remember 
multiple passwords. It is strongly recommended that the private key be 
protected with a password.

This configuration requires entering a public key, which can be generated by a 
tool such as PuTTYgen. Be sure to generate the correct type of key. In this 
case, we use an RSA key with the SSH-2 version of the protocol.

Switch Configuration

1 Create a switch administrator:
console#config
console(config)#username “admin” password 
f4d77eb781360c5711ecf3700a7af623 privilege 15 encrypted

2 Set the login and enable methods for line to NOAUTH. 
console(config)#aaa authentication login “NOAUTH” line
console(config)#aaa authentication enable “NOAUTH” line

3 Generate an internal RSA key. This step is not required if an internal RSA 
key has been generated before on this switch:
console(config)#crypto key generate rsa

4 Set SSH to use a public key for the specified administrator login. The user 
login is specified by the username command, not the ias-user command:
console(config)#crypto key pubkey-chain ssh user-key “admin” 
rsa

NOTE: Dell EMC Networking TACACS supports setting the maximum user privilege 
level in the authorization response. Configure the TACACS server to send priv-lvl=
X, where X is either 1 (Non-privileged mode), or 15 (Privileged mode). 



Authentication, Authorization, and Accounting 311

5 Enter the public key obtained from a key authority or from a tool such as 
PuTTyGen. This command is entered as a single line, not as multiple lines 
as it appears in the following text.
console(config-pubkey-key)#key-string row  
AAAAB3NzaC1yc2EAAAABJQAAAIBor6DPjYDpSy8Qcji68xrS/4Lf8c9Jq4xXKI
Z5Pvv20AkRFE0ifVI9EH4jyZagR3wzH5Xl9dyjA6bTuqMgN15C1xJC1l59FU88
JaY7ywGdRppmoaJrNRPM7RZtQPaDVIunzm3eMr9PywwQ0umsHWGNexUrDYHFWR
IAmJp689AAxw==
console(config)#exit

6 Set the line method to SSH:
console(config)#line ssh

7 Configure the authentication method to the networkList. The networkList 
contains a single method — local — which is equivalent to password 
authentication. Since the authentication is provided by the public key, a 
second layer of authentication is not required:
console(config-ssh)#login authentication networkList
console(config-ssh)#exit

8 The following three lines enable the SSH server, configure it to use public 
key authentication, and specify use of the SSH-2 protocol.
console(config)#ip ssh server
console(config)#ip ssh pubkey-auth
console(config)#ip ssh protocol 2

The following command shows the configured authentication methods:
console (config)#show authentication methods

Login Authentication Method Lists
---------------------------------
defaultList         :  none
networkList         :  local
NOAUTH              :  line

Enable Authentication Method Lists
----------------------------------
enableList          :  enable   none
enableNetList       :  enable
NOAUTH              :  line

Line     Login Method List    Enable Method List
-------  -----------------    ------------------
Console  defaultList          enableList
Telnet   networkList          enableList
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SSH      defaultList          enableList

HTTPS       :local
HTTP        :local
DOT1X       :

PUTTY Configuration

Main Screen

On the following screen, the IP address of the switch is configured and SSH is 
selected as the secure login protocol.
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On the next screen, PUTTY is configured to use SSH-2 only. This is an 
optional step that accelerates the login process.
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The following screen is the key to the configuration. It is set to display the 
authentication banner, disable authentication with Pageant, disable keyboard-
interactive authentication (unless desired), disable attempted changes of user 
name, and select the private key file used to authenticate with the switch.
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The following screen configures the user name to be sent to the switch. A user 
name is always required. Alternatively, leave Auto-login name blank and the 
system will prompt for a user name.
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After configuring Putty, be sure to save the configuration. The following 
screen shows the result of the login process. The user name is entered 
automatically and the switch confirms that public key authentication occurs. 

Authenticating with a Public Key from Linux

The following example configures the switch to allow administrative access 
without a password for Linux users with correctly configured SSH clients. 
Dell EMC Networking SSH is configured to require a password on 
administrator accounts. This example shows how to generate a public/private 
key pair on Linux, configure Linux SSH, and configure the switch to 
authenticate SSH connections.

1 Log in to your Linux account and generate the RSA key pair. DSA keys are 
considered weak.
ssh-keygen -t rsa

2 In the ~/.ssh subdirectory in your Linux account, create an SSH 
configuration file "ssh_config" with the following contents:
User admin
PubkeyAuthentication yes
IdentityFile /home/jmclendo/.ssh/id_rsa
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Substitute the login ID of the switch administrator for the User admin 
parameter above, and set the correct path to your account for the 
IdentityFile parameter.

3 On the switch, generate the ephemeral encryption keys to enable the SSH 
server to run, create the admin user, and configure the SSH server and the 
authentication key as shown below, making the appropriate substitutions 
for the login ID:
console(config)#crypto key generate rsa
Do you want to overwrite the existing RSA keys? (y/n):y
RSA key generation started, this may take a few minutes...
RSA key generation complete.
console(config)#crypto key generate dsa
Do you want to overwrite the existing DSA keys? (y/n):y
DSA key generation started, this may take a few minutes...
DSA key generation complete.
console(config)#username "admin" password 
5f4dcc3b5aa765d61d8327deb882cf99
privilege 15 encrypted
console(config)#ip ssh server
console(config)#ip ssh pubkey-auth
console(config)#ip ssh protocol 2
console(config)#line ssh
console(config-ssh)#login authentication networkList
console(config-ssh)#exit
console(config)#crypto key pubkey-chain ssh user-key admin rsa
console(config-pubkey-key)#Key-String "ssh-rsa
AAAAB3NzaC1yc2EAAAABIwAAAQEAvChaxFl4sMoWMZAAwtx/pcVb1jY6moer3C
T231M47dgZDPFJ
1qf7/fuDwmES72FmIJAqq8cTUfT55BrI0r3vk05QJu0nnhcNjW6c98mNL9wxfx
7TWybySs3zJJpS
NhcZ9JM+OJ104n4oS4izIzY7NSSNa+LQgq5j0mw9jdITY8SicImenLCjluILrp
i6YA9WtC9RHGpi
xLzIRFQ/Kmf5SWcXiSRft4gUJP7Xp69SF3VAAuoUFQove5RMr6paLXUiZfwzDk
HA8F4WHaDyHCtx
ESLXnZuQQjCiowll8Q2Nq5YXnu/ZEUJTyof1Uc8S13aP2rr+6NdzbN6khBmSSg
QnVw==
jsmith@xl-rtp-02"
console(config-pubkey-key)#exit

The Key-String above is the contents of the ~/.ssh/id_rsa.pub file enclosed 
in quotes. This file was generated by the ssh-keygen command as shown 
above.
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Also, ensure that the private key ~/.ssh/id_rsa is not readable by others by 
executing the chmod 0600 ~/.ssh/id_rsa command in Linux. 
Authentication will fail if the file is readable by others.

The command string to log into the switch (substituting the correct IP 
address) from a Linux account is:

ssh -2 -i ~/.ssh/id_rsa -F ~/.ssh/ssh_config 10.27.21.70

Authenticating Without a Public Key

When authenticating without the public key, the switch prompts for the user 
name and password. This is an SSH function, not a switch function. If the 
user knows the administrator login and password, then they are able to 
authenticate in this manner.

Associating a User With an SSH Key
The following example shows how to associate a user with an externally 
generated SSH key. SSH, RSA, or DSA keys can be generated by using the ssh-
keygen command on a Unix system or with other publicly available utilities.

1 Create the local user: 
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console#config
console(config)#username mylogin password XXXXXXXX privilege 
15

2 Enter the externally generated key:
console(config)#crypto key pubkey-chain ssh

3 Associate the key with the newly added user login:
console(config-pubkey-chain)#user-key mylogin dsa

4 Add the externally generated key. All of the key information is entered 
between double quotes.
console(config-pubkey-key)#key-string "ssh-dss
AAAAB3NzaC1kc3MAAACBAJRwUAD3AuRACp1MObBeh1AgyZb18wf9Btdip+t+1C
bAqiqNEh4lBiew184DSKk0T6SnSSXuCN+bJnQPxJeiQt+OFnmjiYhnHcvI04Q5
KnQhloZcEFgSsmQ7zJnReWtLvUQI0QvBIStanzedmQVGHvDrQ5X2R729ToSH0i
bBrnYtAAAAFQDNord7S9EJvUkKKxVBpWE6/skCmQAAAIBMjMO+BPP5KXzNWfZh
qAhxBSoBvif/z6pzi9xWLlYy99A03zmRYCpcGIoLWiRHsR7NVpxFqwbqvez8KS
0CDJ5aoKKLrpBlpg5ETkYEew/uTZ14lQQRBrzPwGBfxvTXKCWiI2j5KFa/WKLS
nmWJX0/98qpxW/lMXoXsA9iK4pnMKwAAAIB4Jrt6jmoLybpzgOPOI0DsJ7jQwW
acinD0jliz8k+qzCpanhd2wH+DEdj/xO2sFRfnYlME3hmXoB+7NByVUtheVjuQ
2CWhcGFIKm9tbuPC6DtXh1xxT0NJ7rspvLgb0s6y/0tk+94ZP5RCoAtLZ7wirS
hy3/KJ4RE0y2SFZjIVjQ=="

console(config-pubkey-key)#exit
console(config-pubkey-chain)#exit
console(config)#exit

5 Use the following command to show the user and SSH association:
console#show crypto key pubkey-chain ssh username mylogin
Username : mylogin
ssh-dss
AAAAB3NzaC1kc3MAAACBAJRwUAD3AuRACp1MObBeh1AgyZb18wf9Btdip+t+1C
bAqiqNEh4lBiew184DSKk0T6SnSSXuCN+bJnQPxJeiQt+OFnmjiYhnHcvI04Q5
KnQhloZcEFgSsmQ7zJnReWtLvUQI0QvBIStanzedmQVGHvDrQ5X2R729ToSH0i
bBrnYtAAAAFQDNord7S9EJvUkKKxVBpWE6/skCmQAAAIBMjMO+BPP5KXzNWfZh
qAhxBSoBvif/z6pzi9xWLlYy99A03zmRYCpcGIoLWiRHsR7NVpxFqwbqvez8KS
0CDJ5aoKKLrpBlpg5ETkYEew/uTZ14lQQRBrzPwGBfxvTXKCWiI2j5KFa/WKLS
nmWJX0/98qpxW/lMXoXsA9iK4pnMKwAAAIB4Jrt6jmoLybpzgOPOI0DsJ7jQwW
acinD0jliz8k+qzCpanhd2wH+DEdj/xO2sFRfnYlME3hmXoB+7NByVUtheVjuQ
2CWhcGFIKm9tbuPC6DtXh1xxT0NJ7rspvLgb0s6y/0tk+94ZP5RCoAtLZ7wirS
hy3/KJ4RE0y2SFZjIVjQ==
Fingerprint : d9:d1:21:ad:26:41:ba:43:b1:dc:5c:6c:b9:57:07:6c
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Authorization
Authorization is used to determine which services the user is allowed to 
access. For example, the authorization process may assign a user’s privilege 
level, which determines the set of commands the user can execute. There are 
three kinds of authorization: commands, exec, and network.

• Commands: Command authorization determines which CLI commands 
the user is authorized to execute.

• Exec: Exec authorization determines what the user is authorized to do on 
the switch; that is, the user’s privilege level and an administrative profile.

• Network: Network authorization enables a RADIUS server to assign a 
particular 802.1X supplicant to a VLAN. For more information about 
802.1X, see "Port and System Security" on page 681.

Table 10-8 shows the valid methods for each type of authorization:

Exec Authorization Capabilities
Dell EMC Networking N-Series switches support two types of service 
configuration with exec authorization: privilege level and administrative 
profiles.

Privilege Level

By setting the privilege level during exec authorization, a user can be placed 
directly into Privileged Exec mode when they log into the command line 
interface.

Table 10-8. Authorization Methods

Method Commands Exec Network

local no yes no

none yes yes no

radius no yes yes

tacacs yes yes no
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Administrative Profiles

The Administrative Profiles feature allows the network administrator to 
define a list of rules that control the CLI commands available to a user. These 
rules are collected in a “profile.” The rules in a profile can define the set of 
commands, or a command mode, to which a user is permitted or denied 
access.

Within a profile, rule numbers determine the order in which the rules are 
applied. When a user enters a CLI command, rules within the first profile 
assigned to the user are applied in descending order until there is a rule that 
matches the input. If no rule permitting the command is found, then the 
other profiles assigned to the user (if any) are searched for rules permitting 
the command. Rules may use regular expressions for command matching. All 
profiles have an implicit “deny all” rule, such that any command that does 
not match any rule in the profile is considered to have been denied by that 
profile.

A user can be assigned to more than one profile. If there are conflicting rules 
in profiles, the “permit” rule always takes precedence over the “deny” rule. 
That is, if any profile assigned to a user permits a command, then the user is 
permitted access to that command. A user may be assigned up to 16 profiles.

A number of profiles are provided by default. These profiles cannot be altered 
by the switch administrator. See "Administrative Profiles" on page 321 for the 
list of default profiles.

If the successful authorization method does not provide an administrative 
profile for a user, then the user is permitted access based upon the user's 
privilege level. This means that, if a user successfully passes enable 
authentication or if exec authorization assigns a privilege level, the user is 
permitted access to all commands. This is also true if none of the 
administrative profiles provided are configured on the switch. If some, but 
not all, of the profiles provided in the authentication are configured on the 
switch, then the user is assigned the profiles that exist, and a message is 
logged that indicates which profiles could not be assigned.

The administrative profiles shown in Table 10-9 are system-defined and may 
not be deleted or altered. To see the rules in a profile, use the show admin-
profiles name profile name command.
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Authorization Examples
Authorization allows the administrator to control which services a user is 
allowed to access. Some of the things that can be controlled with 
authorization include the user's initial privilege level and which commands 
the user is allowed to execute. When authorization fails, the user is denied 
access to the switch, even though the user has passed authentication.

The following examples assume that the configuration used in the previous 
examples has already been applied.

Local Authorization Example—Direct Login to Privileged Exec Mode

Apply the following configuration to use the local user database for 
authorization, such that a user can enter Privileged Exec mode directly:
aaa authorization exec “locex” local
line telnet
authorization exec locex
exit

Table 10-9. Default Administrative Profiles 

Name Description

network-admin Allows access to all commands.

network-security Allows access to network security features such as 802.1X, 
Voice VLAN, Dynamic ARP Inspection and IP Source 
Guard.

router-admin Allows access to Layer 3 features such as IPv4 Routing, IPv6 
Routing, OSPF, RIP, etc.

multicast-admin Allows access to multicast features at all layers, this includes 
L2, IPv4 and IPv6 multicast, IGMP, IGMP Snooping, etc.

dhcp-admin Allows access to DHCP related features such as DHCP 
Server and DHCP Snooping.

CP-admin Allows access to the Captive Portal feature.

network-operator Allows access to all User Exec mode commands and show 
commands.
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With the users that were previously configured, the guest user will still log 
into user Exec mode, since the guest user only has privilege level 1 (the 
default). The admin user will be able to login directly to Privileged Exec mode 
since his privilege level was configured as 15.

RADIUS Authorization Example—Direct Login to Privileged Exec Mode

Apply the following configuration to use RADIUS for authorization, such that 
a user can enter Privileged Exec mode directly:
aaa authorization exec “rad” radius
line telnet
authorization exec rad
exit

Configure the RADIUS server so that the RADIUS attribute Service Type (6) 
is sent with value Administrative. Any value other than Administrative is 
interpreted as privilege level 1. 

The following describes each line in the above configuration:

• The aaa authorization exec “rad” radius command creates an exec 
authorization method list called “rad” that contains the method radius.

• The authorization exec rad command assigns the rad exec authorization 
method list to be used for users accessing the switch via Telnet.

RADIUS Authorization Example—Administrative Profiles

The switch should use the same configuration as in the previous 
authorization example.

NOTES: 

• If the privilege level is zero (that is, blocked), then authorization 
will fail and the user will be denied access to the switch.

• If the privilege level is higher than one, the user will be placed 
directly in Privileged Exec mode. Note that all commands in 
Privileged Exec mode require privilege level 15, so assigning a user 
a lower privilege level will be of no value.

• A privilege level greater than 15 is invalid and treated as if privilege 
level zero had been supplied.
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The RADIUS server should be configured such that it will send the Cisco AV 
Pair attribute with the “roles” value. For example:
shell:roles=router-admin

The above example attribute gives the user access to the commands 
permitted by the router-admin profile.

RADIUS Change of Authorization
Dell EMC Networking N-Series switches support the Change of 
Authorization Disconnect-Request per RFC 3576. The Dell EMC 
Networking N-Series switch listens for the Disconnect-Request on UDP port 
3799. The Disconnect-Request identifies the user session to be terminated 
using any or all of the following attributes:

• User-Name (IETF attribute #1)

• NAS-Port (IETF attribute #5)

• Framed-IP-Address (IETF attribute #8)

• Acct-Session-Id (IETF attribute #44)

• Calling-Station-Id (IETF attribute #31, which contains the host MAC 
address)

For CLI-based sessions (Console, Telnet and SSH), the supported Session 
Identification Attributes are User-Name and Framed-IP-Address.

The Calling-Station-ID must be a string of upper or lower case hexadecimal 
digits in one of the following formats:

• Raw notation, for example, AbCD01234567 - length 12 

• Dotted quad notation, for example, BADC.1010.1234 - length 14

• Colon separated hex digits, for example, AB:cd:01:23:45:67 - length 17

• Dash separated hex digits: 01-23-45-67-89-Ab - length 17

The RADIUS Disconnect message may also contain the Acct-Terminate-
Cause attribute (IETF #49).

The following messages from RFC 3576 are supported:

40 – Disconnect-Request

41 – Disconnect-ACK

42 – Disconnect-NAK
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A CoA Disconnect-Request terminates the session without disabling the 
switch port. Instead, a CoA Disconnect-Request termination causes 
reinitialization of the authenticator state machine for the specified host. 
MAC-based authentication can be enabled for 802.1X sessions in conjunction 
with CoA. In this case, if the RADIUS server successfully terminates an 
802.1X host session and subsequently does not re-authorize the host MAC 
address to access network resources, the host is effectively denied network 
access.

If the session cannot be located, the device returns a Disconnect-NAK 
message with the “Session Context Not Found” error-cause attribute. If the 
session is located, the device terminates the 802.1X session. After the session 
has been completely removed, the device returns a Disconnect-ACK message. 
The attributes returned within a CoA ACK can vary based on the CoA 
Request.

The administrator can configure whether all or any of the session attributes 
are used to identify a client session. If all is configured, all session 
identification attributes included in the CoA Disconnect-Request must 
match a session or the device returns a Disconnect-NAK or CoA-NAK with 
the “Invalid Attribute Value” error-code attribute. All attributes in the 
Disconnect-Request are treated as mandatory attributes, except Acct-
Terminate-Cause. Unsupported attributes generate a Disconnect-NAK with 
error-cause Unsupported Service.

Dell EMC Networking N-Series switches support the following attributes in 
responses:

• User-Name (IETF attribute #1)

• NAS-Port (IETF attribute #5)

• Framed-IP-Address (IETF attribute #8)

• Calling-Station-ID (IETF attribute #31)

• Acct-Session-ID (IETF attribute #44)

• Message-Authenticator (IETF attribute #80)

• Error-Cause (IETF attribute #101)
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A CoA NAK message is not sent for all CoA requests with a key mismatch. 
The message is sent only for the first three requests for a client. After that, all 
the packets from that client are dropped. When there is a key mismatch, the 
response authenticator sent with the CoA NAK message is calculated from a 
dummy key value.

The Dell EMC Networking N-Series switch will start listening to the 802.1X 
client again based on the re-authentication timer.

RADIUS COA Example

The following example configures the Dell EMC Networking N-Series switch 
to listen for and respond to RADIUS COA messages. This example does not 
configure any ports to use 802.1X or enable 802.1X. See "IEEE 802.1X" on 
page 334 for information on configuring 802.1X on interfaces.

1 Configure the switch to use the new model CLI command set. Dell EMC 
Networking N-Series switches do not support old model commands:
console#config
console(config)#aaa new-model

2 Configure the switch to listen to RADIUS CoA requests.
console(config)#aaa server radius dynamic-author

3 Configure a local RADIUS client connection to RADIUS server 
10.11.12.13 using the shared secret “secret sauce”. The default port 
number is used.
console(config-radius-da)#client 10.11.12.13 server-key 
“secret sauce”

4 Disconnect-request client identification must match on all keys present in 
the request.
console(config-radius-da)#auth-type all
console(config-radius-da)#exit

RADIUS COA Example with Telnet and SSH

The following example configures telnet and SSH clients in conjunction with 
RADIUS CoA.

1 Configure a login list named “login-list” that uses RADIUS as the only 
method:
console#config
console(config)#aaa authentication login “login-list” radius
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2 Enable RADIUS COA:
console(config)#aaa server radius dynamic-author

3 Enable the switch RADIUS client connecting to the RADIUS server at 
10.130.191.89:
console(config-radius-da)#client 10.130.191.89 server-key 
“shared secret”

4 Allow matching of the client session on any of the key values present in the 
RADIUS disconnect:
console(config-radius-da)#auth-type any
console(config-radius-da)#exit

5 Configure the RADIUS server attribute 4 (NAS-IP-Address). This 
attribute is sent in the RADIUS message to the RADIUS server but does 
not change the source IP address sent in the RADIUS messages. It allows a 
group of NASs to simulate a large RADIUS NAS:
console(config)#radius server attribute 4 10.130.65.4

6 Configure the remote RADIUS server address with name Default-
RADIUS-Server and key “shared secret”:
console(config)#radius server auth 10.130.191.89
console(config-auth-radius)#name Default-RADIUS-Server
console(config-auth-radius)#key “shared secret”
console(config-auth-radius)#exit

7 Configure telnet sessions to the switch to use RADIUS authentication 
(the only login-list method):
console(config)#line telnet
console(config-telnet)#login authentication login-list
console(config-telnet)#exit

8 Configure SSH sessions to the switch to use RADIUS authentication:
console(config)#line ssh
console(config-ssh)#login authentication login-list
console(config-ssh)#exit

9 Enable the SSH server (the telnet server is enabled by default):
console(config)#ip ssh server
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TACACS Authorization

TACACS+ Authorization Example—Direct Login to Privileged Exec Mode

Apply the following configuration to use TACACS+ for authorization, such 
that a user can enter Privileged Exec mode directly:

1 Create an exec authorization method list called “tacex” which contains the 
method tacacs.
console#config
console(config)#aaa authorization exec “tacex” tacacs

2 Assign the tacex exec authorization method list to be used for users 
accessing the switch via Telnet.
console(config)#line telnet
console(config-telnet)#authorization exec tacex
console(config-telnet)#exit

3 Configure the TACACS+ server so that the shell service is enabled and 
the priv-lvl attribute is sent when user authorization is performed. For 
example:

shell:priv-lvl=15

NOTES: 
• If the privilege level is zero (that is, blocked), then authorization will fail and the user will 

be denied access to the switch.

• If the privilege level is higher than one, the user will be placed directly in Privileged 
Exec mode. Note that all commands in Privileged Exec mode require privilege level 15, 
so assigning a user a lower privilege level will be of no value.

• A privilege level greater than 15 is invalid and treated as if privilege level zero had been 
supplied.

• The shell service must be enabled on the TACACS+ server. If this service is not enabled, 
authorization will fail and the user will be denied access to the switch.

TACACS+ Authorization Example—Administrative Profiles

The switch should use the same configuration as for the previous 
authorization example.

The TACACS+ server should be configured such that it will send the “roles” 
attribute. For example:
shell:roles=router-admin
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The above example attribute will give the user access to the commands 
permitted by the router-admin profile.

TACACS+ Authorization Example—Custom Administrative Profile

This example creates a custom profile that allows the user to control user 
access to the switch by configuring a administrative profile that only allows 
access to AAA related commands. Use the following commands to create the 
administrative profile:

1 Create an administrative profile called “aaa” and place the user in admin-
profile-config mode.
console#config
console(config)#admin-profile aaa

2 Enter rule number permit command regex commands to allows any 
command that matches the regular expression.

The command rules use regular expressions as implemented by Henry 
Spencer's regex library (the POSIX 1003.2 compliant version). In the 
regular expressions used in this example, the caret (^) matches the null 
string at the beginning of a line, the period (.) matches any single 
character, and the asterisk (*) repeats the previous match zero or more 
times.

console(config)#rule 99 permit command “^show aaa .*”
console(admin-profile)#rule 98 permit command “^show 
authentication .*”
console(admin-profile)#rule 97 permit command "^show 
authorization .*”
console(admin-profile)#rule 96 permit command “^show 
accounting .*”
console(admin-profile)#rule 95 permit command “^show tacacs 
.*”
console(admin-profile)#rule 94 permit command “^aaa .*”
console(admin-profile)#rule 93 permit command “^line .*”
console(admin-profile)#rule 92 permit command “^login .*”
console(admin-profile)#rule 91 permit command “^authorization 
.*”
console(admin-profile)#rule 90 permit command “^accounting .*”
console(admin-profile)#rule 89 permit command “^configure .*”

NOTE: If the priv-lvl attribute is also supplied, the user can also be placed directly 
into Privileged Exec mode.
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console(admin-profile)#rule 88 permit command “^password .*”
console(admin-profile)#rule 87 permit command “^username .*”
console(admin-profile)#rule 86 permit command “^show user.*"
console(admin-profile)#rule 85 permit command “^radius server 
.*”
console(admin-profile)#rule 84 permit command “^tacacs-server 
.*”

3 Enter rule number permit mode mode-name commands to allows all 
commands in the named mode.
console(admin-profile)#rule 83 permit mode radius-auth-config
console(admin-profile)#rule 82 permit mode radius-acct-config
console(admin-profile)#rule 81 permit mode tacacs-config
console(admin-profile)#exit

4 Assign this profile to a user by configuring the TACACS+ server so that it 
sends the following “roles” attribute for the user:
shell:roles=aaa

If it is desired to also permit the user access to network-operator 
commands (basically, all the command in User Exec mode), then the 
“roles” attribute would be configured as follows:

shell:roles=aaa,network-operator



Authentication, Authorization, and Accounting 331

TACACS+ Authorization Example—Per-command Authorization

An alternative method for command authorization is to use the TACACS+ 
feature of per-command authorization. With this feature, every time the user 
enters a command, a request is sent to the TACACS+ server to ask if the user 
is permitted to execute that command. Exec authorization does not need to 
be configured to use per-command authorization.

Apply the following configuration to use TACACS+ to authorize commands:

1 Creates a command authorization method list called “taccmd” that 
includes the method tacacs.
console#config
console(config)#aaa authorization commands “taccmd” tacacs

• Assigns the taccmd command authorization method list to be used for 
users accessing the switch via Telnet.
console(config)#line telnet
console(config-telnet)#authorization commands taccmd
console(config-telnet)#exit

The TACACS+ server must be configured with the commands that the user 
is allowed to execute. If the server is configured for command authorization 
as “None”, then no commands will be authorized. If both administrative 
profiles and per-command authorization are configured for a user, any 
command must be permitted by both the administrative profiles and by per-
command authorization.

TACACS Authorization—Privilege Level

Dell EMC Networking TACACS supports setting the maximum user 
privilege level in the TACACS authorization response. Configure the 
TACACS server to send priv-lvl=X, where X is either 1 (Non-privileged 
mode), or 15 (Privileged Exec mode).
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Accounting
Accounting is used to record security events, such as a user logging in or 
executing a command. Accounting records may be sent upon completion of 
an event (stop-only) or at both the beginning and end of an event (start-
stop). There are three types of accounting: commands, Dot1x, and exec.

• Commands—Sends accounting records for command execution.

• Dot1x—Sends accounting records for network access.

• Exec—Sends accounting records for management access (logins).

For more information about the data sent in accounting records, see "Which 
RADIUS Attributes Does the Switch Support?" on page 290 and "Using 
TACACS+ Servers to Control Management Access" on page 293.

Table 10-10 shows the valid methods for each type of accounting:

RADIUS Accounting
Dell EMC Networking N-Series switches support RADIUS accounting. The 
supported accounting types are start-only or start-stop.

The following attributes may be sent in the Accounting Stop record that is 
sent to the RADIUS server when the switch is configured for 802.1X 
accounting:

• User-Name (1)

• NAS-IP-Address (4)

• Framed-IP-Address (8)

• Called-Station-Id (30)

• Calling-Station-Id (31)

• NAS-Port-Type (61)

• Acct-Terminate-Cause(49)

Table 10-10. Accounting Methods

Method Commands Dot1x Exec

radius no yes yes

tacacs yes no yes
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• Class (25)

• Acct-Session Time(46)

• Acct-Input-Octets (42)

• Acct-Output-Octets (43)

• Acct-Input-Gigawords(52)

• Acct-Output-Gigawords (53)

• Framed-IPv6-Address (168)

• Acct-Delay-Time (41)

• Acct-Session-Id (44)

• NAS-Port-Id (87)

Certain of the attributes above are sent only if received from the RADIUS 
server during the Access Request process, for example, Class.

The following attributes are sent in the Accounting Start record sent to the 
RADIUS server when the switch is configured for 802.1x accounting:

• User-Name (1)

• NAS-IP-Address (4)

• Framed-IP-Address (8)

• Class (25)

• Called-Station-Id (30)

• Calling-Station-Id (31)

• NAS-Port-Type (61)

• Tunnel-Private-Group-Id (81) - VLAN ID

• Framed-IPv6-Address (168)

• Acct-Session-Id (44)

• NAS-Port-Id (87)

The Framed-IP-Address or Framed-IPv6-Address are only sent if available.
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IEEE 802.1X

What is IEEE 802.1X?
The IEEE 802.1X standard provides a means of preventing unauthorized 
access by supplicants (clients) to the services the switch offers, such as access 
to the LAN. 

The 802.1X network has three components: 

• Supplicant — The client connected to the authenticated port that 
requests access to the network.

• Authenticator — The network device that prevents network access prior to 
authentication.

• Authentication Server — The network server (such as a RADIUS server) 
that performs the authentication on behalf of the authenticator, and 
indicates whether the user is authorized to access system services. Dell 
EMC Networking supports interoperability with a variety of external 
authentication servers. Refer to "Authentication, Authorization, and 
Accounting" on page 275 for more information.

Figure 10-3 shows the 802.1X network components.

Figure 10-3. IEEE 802.1X Network

Authenticator
Supplicant

Authentication
Server

LAN
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As shown in Figure 10-3, the Dell EMC Networking switch is the 
authenticator and ensures that the supplicant (a PC) that is attached to an 
802.1X-controlled port is authenticated by an authentication server (a 
RADIUS server). The result of the authentication process determines 
whether the supplicant is authorized to access network services on that 
controlled port. Dell EMC Networking N-Series switches support 802.1X 
authentication using remote RADIUS or using a local authentication service 
(IAS).

Supported security methods for supplicant communication with remote 
authentication servers include MD5, PEAP, EAP-TTL, EAP-TTLS, and EAP-
TLS. Only EAP-MD5 is supported when using the local authentication server 
(IAS) for communication with the supplicant.

For a list of RADIUS attributes that the switch supports, see "Using RADIUS" 
on page 288.

What are the 802.1X Port Authentication Modes?
The 802.1X port authentication mode determines whether to allow or prevent 
network traffic on the port. A port can configured to be in one of the 
following 802.1X authentication modes:

• Auto (default)

• MAC-based

• Force-authorized

• Force-unauthorized

These modes control the behavior of the port. The port state is either 
Authorized or Unauthorized. 802.1X auto mode may be configured on ports 
in general or access mode. 802.1X is not supported on trunk mode ports.

If the port is in the force-authorized mode, the port state is Authorized and 
the port sends and receives normal traffic without client port-based 
authentication. When a port is in a forced-unauthorized mode, the port state 
is Unauthorized and the port ignores supplicant authentication attempts and 
does not provide authentication services. By default, when 802.1X is globally 
enabled on the switch, all ports are in auto authentication mode, which 
means the port will be unauthorized until a successful authentication 
exchange has taken place. Auto mode (port based mode) is suitable for 
authentication of a single supplicant attached to a port. If multiple devices 
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are attached to a port configured in auto mode, they will all be allowed access 
to network resources as soon as any 802.1X-aware device on the port 
authenticates.

The port security feature can be utilized if it is desired to limit access on auto 
mode configured ports. To limit access to a phone and laptop configuration 
using Voice VLAN, the port security limit should be set to 3 as many IP 
phones also utilize the data VLAN during power up.   For more information 
on port security, see "Port and System Security" on page 681.

In addition to force-authorized, force-unauthorized, and auto modes, the 
802.1X mode of a port can be MAC based, as the following section describes.

What is MAC-Based 802.1X Authentication?
MAC-based authentication allows multiple supplicants connected to the 
same port to authenticate individually. For example, a 5-port hub might be 
connected to a single port on the switch. Each host connected to the hub 
must authenticate separately in order to gain access to the network. Hosts 
that do not authenticate (or are not configured with MAB or a guest or 
unauthenticated VLAN) are denied access to the network, or are placed into a 
restricted VLAN such as the guest or unauthenticated VLAN, if configured. 
MAC-based authentication is only supported for ports configured in general 
mode.

The hosts are distinguished by their MAC addresses. Internally, the switch 
adds an ACL to the port to allow packets from the host MAC address to pass 
into the switch. For this reason, enabling port security on an interface 
configured for MAC-based authentication is neither necessary nor desirable.

When multiple hosts (for example, a PC, a printer, and a phone in the same 
office) are connected to the switch on the same port, each of the connected 
hosts authenticates separately with the RADIUS server. 

NOTE: Only MAC-Based and Auto modes use 802.1X and RADIUS to 
authenticate. Force-authorized and Force-unauthorized modes are manual 
overrides.
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If a port uses MAC-based 802.1X authentication, the option to use MAC 
Authentication Bypass (MAB) is available. MAB is a supplemental 
authentication mechanism that allows 802.1X unaware clients – such as 
printers, fax machines, and some IP phones — to authenticate to the network 
using the client MAC address as an identifier.

The known and allowable MAC address and corresponding access rights of 
the client must be pre-populated in the authentication server. Both MAB and 
MAC-based authentications are supported on a port simultaneously.

When a port configured for MAB receives traffic from an unauthenticated 
client, the switch (Network Authentication Server or NAS):

• Sends a EAP Request packet to the unauthenticated client

• Waits a pre-determined period of time for a response

• Retries – resends the EAP Request packet up to three times

• Considers the client to be 802.1X unaware client (if it does not receive an 
EAP response packet from that client)

The NAS sends a request to the authentication server with the MAC address 
of the client in a hexadecimal format as the username and the MD5 hash of 
the MAC address as the password. The authentication server checks its 
database for the authorized MAC addresses and returns an Access-Accept or 
an Access-Reject response, depending on whether the MAC address is found 
in the database. If an Access-Accept is received by the NAS, an internal ACL 
is applied to the port using the MAC address of the authenticated device 
allowing it to access the network. Any other devices wishing to access the 
network must authenticate individually. MAB also allows 802.1X-unaware 
clients to be placed in a RADIUS-assigned VLAN or to apply a specific Filter 
ID to the client traffic.

The following information is sent to the RADIUS authenticator for MAB 
clients using EAP-MD5 authentication:

1 - User-Name — MAC address of MAB device (AA:BB:CC:DD:EE:FF) 

Attribute 2 is not sent if Auth type is EAP-MD5.

4 - NAS-IP-Address — IP address of the switch

5 - NAS-Port — switch internal port number (ifIndex)

6 - Service Type 10 (Call-Check)

12 - Framed-MTU - port/switch MTU - header length (e.g. 1500)
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30 - Called Station ID  — MAC address of device (xx:xx:xx:xx:xx:xx format)

31 - Calling Station ID — Switch MAC address

61 - NAS-Port-Type (Ethernet 15)

80 - Message Authenticator

87- NAS-Port-Id (such as Gigabitethernet 1/0/15)

79-EAP-Message

The format of the Calling-Station-ID for MAB clients may be altered using 
the attribute 31 command. The format of the User-Name attribute for MAB 
clients may be altered using the attribute 1 command.

By default, MAB clients are authenticated to the authentication server using 
EAP-MD5. MAB clients may optionally be configured to use CHAP or PAP to 
authenticate the MAB device. For CHAP or PAP, the following attributes are 
sent to the RADIUS server:

1 - User-Name — MAC address of MAB device 

2 - User Password (PAP only)

3 - CHAP-Password - = Encrypted MAC address (CHAP) only or 
unencrypted (PAP) User Name

4 - NAS-IP-Address — IP address of the switch

5 - NAS-Port — switch internal port number (ifIndex)

6 - Service Type is set to 10 for MAB (Call-Check)

12 - Framed-MTU - port/switch MTU - header length (e.g. 1500)

30 - Called Station ID — MAC address of device (in xx:xx:xx:xx:xx:xx format)

31 - Calling Station ID — Switch MAC address

60 - CHAP Challenge (CHAP only)

61 - NAS-Port-Type (Ethernet 15)

80 - Message Authenticator

87 - NAS-Port-ID

NOTE: MAB initiates only after the dot1x guest VLAN period times out. If the client 
responds to any of the EAPOL identity requests, MAB does not initiate for that 
client.
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What is the Role of 802.1X in VLAN Assignment?
Dell EMC Networking N-Series switches allow a port to be placed into a 
particular VLAN based on the result of the authentication. The 
authentication server can provide information to the switch about which 
VLAN to assign the supplicant or the administrator can configure the level of 
access provided when authentication fails or is never attempted.

When a host connects to a switch that uses an authentication server to 
authenticate, the host authentication will have one of three outcomes: 

• The host is authenticated.

• The host attempts to authenticate but fails because it lacks certain 
security credentials.

• The host does not try to authenticate at all (802.1X unaware).

Three separate VLANs can be created on the switch to handle a host 
depending on whether the host authenticates, fails the authentication, or 
does not attempt authentication. The RADIUS server informs the switch of 
the selected VLAN as part of the authentication.

Authenticated VLANs

Hosts that authenticate normally are assigned a VLAN that includes access to 
network resources. This VLAN may be assigned by the RADIUS server. Hosts 
that fail authentication may be denied access to the network or placed into an 
unauthenticated VLAN, if configured. Hosts that do not attempt 
authentication may be placed into a guest VLAN, if configured. The network 
administrator can configure the type of access provided to the authenticated, 
guest, and unauthenticated VLANs.

Much of the configuration to assign authenticated hosts to a particular VLAN 
takes place on the 802.1X authenticator server (for example, a RADIUS 
server). If an external RADIUS server is used to manage VLANs, configure the 
server to use Tunnel attributes in Access-Accept messages in order to inform 
the switch about the selected VLAN. These attributes are defined in RFC 
2868 and their use for dynamic VLAN is specified in RFC 3580.

The VLAN attributes defined in RFC3580 and required for VLAN 
assignment via RADIUS are as follows:

• Tunnel-Type (64) = VLAN (13)

• Tunnel-Medium-Type (65) = 802 (6)
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• Tunnel-Private-Group-ID (81) = VLANID

The tag value for the Tunnel-Private-Group-ID is parsed as the length of the 
VLAN ID. The VLAN ID may consist of a VLAN name (not to exceed 32 
characters) or a numeric value in ASCII (no alphabetic characters are 
allowed) in the range 1–4093.

Dynamic VLAN Creation

If RADIUS-assigned VLANs are enabled though the Authorization Network 
RADIUS configuration option, the RADIUS server is expected to include the 
VLAN ID in the 802.1X tunnel attributes of its response message to the 
switch. If dynamic VLAN creation is enabled on the switch and the RADIUS-
assigned VLAN does not exist, then the assigned VLAN is dynamically 
created and the port PVID or native VLAN is set to the RADIUS-assigned 
VLAN ID. Trunk mode ports are also made members of the created VLAN.

If the VLAN is already created on the switch, the port PVID or native VLAN 
is set to the VLAN ID. This implies that the client can connect from any port 
and be assigned to the appropriate VLAN based on the RADIUS server 
configuration. This gives flexibility for clients to move around the network 
without much additional configuration required on the switches in the 
network. Dynamic VLAN assignment requires that the port be configured in 
general or access mode. 

Unauthenticated VLAN

The network administrator may choose to configure an unauthenticated 
VLAN. Hosts that attempt authentication and fail are placed in the 
unauthenticated VLAN, if configured. Once in the unauthenticated VLAN, 
authentication is not reattempted until:

• the re-authentication timer expires

• the supplicant disconnects from the port

• the port is shut down and re-enabled 

The number of re-authentication failures required to place a supplicant in the 
unauthenticated VLAN is not configurable. 

The network administrator can configure the unauthenticated VLAN to 
provide the desired level of network access, i.e., a black hole or a guest VLAN 
type of access.



Authentication, Authorization, and Accounting 341

Guest VLAN

The Guest VLAN feature provides a mechanism to allow users access to a 
guest VLAN. For example, the administrator might provide a guest VLAN to 
visitors and contractors to permit network access that allows visitors to 
connect to external network resources, such as the Internet, with no ability to 
access information on the internal LAN.

As an example, on a port configured in auto authentication mode (dot1x 
port-control auto) and connected to a client that does not support 802.1X, 
the client does not respond to the 802.1X requests from the switch. The port 
remains in the unauthorized state and the client is not granted access to the 
network. If a guest VLAN is configured for that port, the port is placed in the 
configured guest VLAN and moved to the authorized state, allowing access to 
the client over the guest VLAN.

When the guest VLAN capability is disabled, users authorized by the guest 
VLAN are removed from the VLAN and denied network access.

What is Monitor Mode?
The monitor mode is a special mode that can be enabled in conjunction with 
802.1X authentication. Monitor mode provides a way for network 
administrators to identify possible issues with the 802.1X configuration on 
the switch without affecting the network access to the users of the switch. It 
allows network access even in case where there is a failure to authenticate but 
logs the results of the authentication process for diagnostic purposes.

The monitor mode can be configured globally on a switch. If the switch fails 
to authenticate a user for any reason (for example, RADIUS access reject 
from RADIUS server, RADIUS timeout, or the client itself is dot1x-unaware), 
the client is authenticated and is undisturbed by the failure condition(s). The 
reasons for failure are logged for tracking purposes.

Table 10-11 provides a summary of the 802.1X Monitor Mode behavior. 

NOTE: MAB and the guest VLAN feature are mutually exclusive on a port. If MAB 
is enabled on a port concurrently with guest VLAN, the port will not move to the 
authorized state.



342 Authentication, Authorization, and Accounting

Table 10-11. IEEE 802.1X Monitor Mode Behavior 

Case Sub-case Regular 802.1X 802.1X Monitor Mode

RADIUS/IAS 
Success

Success Port State: Permit
VLAN: Assigned
Filter: Assigned

Port State: Permit
VLAN: Assigned
Filter: Assigned

Incorrect NAS Port Port State: Deny Port State: Permit
VLAN: Assigned

Invalid VLAN 
Assignment

Port State: Deny Port State: Permit
VLAN: Default PVID 
of the port

Invalid Filter-ID Port State: Deny Port State: Permit
VLAN: Assigned

Invalid DACL Port State: Deny Port State: Permit

DACL: Not Assigned

VLAN: Assigned

Bad RADIUS packet Port State: Deny Port State: Permit
VLAN: Default PVID 
of the port

RADIUS/IAS 
Failure

Default behavior Port State: Deny Port State: Permit
VLAN: Default PVID 
of the port

Unauth VLAN 
enabled

Port State: Permit
VLAN: Unauth

Port State: Permit
VLAN: Unauth

RADIUS 
Timeout

Default behavior Port State: Deny Port State: Permit
VLAN: Default PVID 
of the port

Unauth VLAN 
enabled

Port State: Deny Port State: Permit
VLAN: Unauth

Critical Voice 
VLAN

Default behavior Port State: Deny Port State: Permit

VLAN: Critical Voice 
VLAN

EAPOL Timeout Default behavior Port State: Deny Port State: Permit
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How Does the Authentication Server Assign DiffServ Policy or ACLs?
The Dell EMC Networking N-Series switches allow the external 802.1X 
Authenticator or RADIUS server to assign ACL or DiffServ policies to users 
that authenticate to the switch. When a host (supplicant) attempts to 
connect to the network through a port, the switch contacts the 802.1X 
authenticator or RADIUS server, which then provides information to the 
switch about which ACL or DiffServ policy to assign the host (supplicant). 
The application of the policy is applied to the host after the authentication 
process has completed. The ACL or DiffServ policy is always applied for the 
“in” direction of the interface and applies to the interface as a whole.

For additional guidelines about using an authentication server to assign 
DiffServ policies, see "Configuring Authentication Server Dynamic ACL or 
DiffServ Policy Assignments" on page 367.

3 × EAPOL 
Timeout

(Guest VLAN 
timer expiry or 
MAB timer 
expiry)

Guest VLAN 
enabled

Port State: Permit 
VLAN: Guest

Port State: Permit
VLAN: Guest

MAB Success Case Port State: Permit
VLAN: Assigned
Filter: Assigned

Port State: Permit
VLAN: Assigned
Filter: Assigned

MAB Fail Case

 

Port State: Deny Port State: Permit
VLAN: Default PVID 
of the port

Supplicant 
Timeout

Port State: Deny Port State: Deny

Port/Client 
Authenticated 
on Guest VLAN

Delete Guest 
VLANID through 
Dot1Q

Port State: Deny Port State: Permit

VLAN: Default PVID 
of the port

Table 10-11. IEEE 802.1X Monitor Mode Behavior (Continued)

Case Sub-case Regular 802.1X 802.1X Monitor Mode
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What is the Internal Authentication Server?
The Internal Authentication Server (IAS) is a dedicated local database for 
authentication of users for network access through 802.1X. In this database, 
the switch maintains a list of username and password combinations to use for 
802.1X authentication. Entries can be created in the database manually, or 
the IAS information can be uploaded to the switch. 

If the authentication method for 802.1X is IAS, the switch uses the locally 
stored list of username and passwords to provide port-based authentication to 
users instead of using an external authentication server. Authentication using 
the IAS supports the EAP-MD5 method only.

Default 802.1X Values
Table 10-12 lists the default values for the 802.1X features.

NOTE: The IAS database does not support VLAN assignments or DiffServ 
policy/ACL assignments.

Table 10-12. Default Port-Based Security Values

Feature Description

Global 802.1X status Disabled

802.1X authentication method None

Per-port 802.1X status Disabled

Port authentication mode Auto mode

Port authentication state Unauthorized

Periodic reauthentication Disabled

Seconds between reauthentication 
attempts

3600

Authentication server timeout 30 seconds

Resending EAP identity Request 30 seconds

Quiet period 60 seconds

Supplicant timeout 30 seconds

Max EAP request 2 times
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Configuring IEEE 802.1X (Web)
This section provides information about the OpenManage Switch 
Administrator pages for configuring and monitoring the IEEE 802.1X 
features and Port Security on Dell EMC Networking N1100-ON, N1500, 
N2000, N2100-ON, N3000, N3100-ON, and N4000 Series switches. For 
details about the fields on a page, click at the top of the Dell EMC 
OpenManage Switch Administrator web page.

Dot1x Authentication

Use the Dot1x Authentication page to configure the 802.1X administrative 
mode on the switch and to configure general 802.1X parameters for a port. 

To display the Dot1x Authentication page, click Switching  Network 
Security  Dot1x Authentication  Authentication in the navigation panel. 

Maximum number of supplicants per port 
for MAC-based authentication mode

64 (32 for N1100-ON and N1500 Series 
switches)

Guest VLAN Disabled

Unauthenticated VLAN Disabled

Dynamic VLAN creation Disabled

RADIUS-assigned VLANs Disabled

IAS users none configured

Port security Unlocked

Port security traps Enabled

Maximum learned MAC addresses 100 (when locked)

Monitor mode Disabled

Table 10-12. Default Port-Based Security Values

Feature Description
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Figure 10-4. Dot1x Authentication

To configure 802.1X authentication on multiple ports:

1 Open the Dot1x Authentication page.

2 Click Show All to display the Dot1x Authentication Table page.

3 In the Ports list, select the check box in the Edit column for the port to 
configure.

4 Select the desired settings to change for all ports that are selected for 
editing.
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Figure 10-5. Configure Dot1x Settings

5 Click Apply.

To reauthenticate a port:

1 Open the Dot1x Authentication page.

2 Click Show All.

The Dot1x Authentication Table displays.

3 Check Edit to select the Unit/Port to re-authenticate.

4 Check Re-authenticate Now.

5 Click Apply. 

The authentication process is restarted on the specified port.

To reauthenticate multiple ports:

1 Open the Dot1x Authentication page.

2 Click Show All.

The Dot1x Authentication Table displays.

3 Check Edit to select the Units/Ports to re-authenticate.

4 To re-authenticate on a periodic basis, set Periodic Re-Authentication to 
Enable, and specify a Re-Authentication Period for all desired ports.

5 To re-authenticate immediately, check Re-authenticate Now for all ports 
to be re-authenticated.

6 Click Apply. 

The authentication process is restarted on the specified ports (either 
immediately or periodically).
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To change the administrative port control:

1 Open the Dot1x Authentication page.

2 Click Show All.

The Dot1x Authentication Table displays.

3 Scroll to the right side of the table and select the Edit check box for each 
port to configure. Change Admin Interface Control to Authorized, 
Unauthorized, MAC-based, or Automode as needed for chosen ports. 
Only MAC-based and Automode actually use 802.1X to authenticate. 
Authorized and Unauthorized are manual overrides.

4 Click Apply. 

Admin Port Control is updated for the specified ports, and the device is 
updated.

Authenticated Users

The Authenticated Users page is used to display lists of ports that have 
authenticated users.

To display the Authenticated Users page, click Switching  Network 
Security  Authenticated Users in the navigation panel. 

Figure 10-6. Network Security Authenticated Users

Port Access Control Configuration

Use the Port Access Control Configuration page to globally enable or disable 
RADIUS-assigned VLANs and to enable Monitor Mode to help troubleshoot 
802.1X configuration issues.
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To display the Port Access Control Configuration page, click Switching  
Network Security  Dot1x Authentication  Monitor Mode  Port Access 
Control Configuration in the navigation panel. 

Figure 10-7. Port Access Control Configuration

Port Access Control History Log

Use the Port Access Control History Log page to view log messages about 
802.1X client authentication attempts. The information on this page can help 
you troubleshoot 802.1X configuration issues.

To display the Port Access Control History Log Summary page, click Port 
Access Control Configuration page, click Switching  Network Security  
Dot1x Authentication  Monitor Mode  Port Access Control History Log 
Summary in the navigation panel. 

Figure 10-8. Port Access Control History Log

NOTE: The VLAN Assignment Mode field is the same as the Admin Mode field on 
the System  Management Security  Authorization Network RADIUS page.
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Internal Authentication Server Users Configuration

Use the Internal Authentication Server Users Configuration page to add 
users to the local IAS database and to view the database entries.

To display the Internal Authentication Server Users Configuration page, 
click System  Management Security  Internal Authentication Server 
Users Configuration in the navigation panel. 

Figure 10-9. Internal Authentication Server Users Configuration

To add IAS users:

1 Open the Internal Authentication Server Users Configuration page.

2 Click Add to display the Internal Authentication Server Users Add page.

3 Specify a username and password in the appropriate fields.

Figure 10-10. Adding an IAS User

NOTE: If no users exist in the IAS database, the IAS Users Configuration Page 
does not display the fields shown in the image.
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4 Click Apply.

To view the Internal Authentication Server Users Table page, click Show All.

To delete an IAS user:

1 Open the Internal Authentication Server Users Configuration page.

2 From the User menu, select the user to remove, select the user to remove.

3 Select the Remove check box. 

Figure 10-11. Removing an IAS User

4 Click Apply.

Configuring IEEE 802.1X (CLI)

This section provides information about commands you use to configure 
802.1X and Port Security settings. For additional information about the 
commands in this section, see the Dell EMC Networking N1100-ON, N1500, 
N2000, N2100-ON, N3000, N3100-ON, and N4000 Series Switches CLI 
Reference Guide at www.dell.com/support. 

Configuring Basic 802.1X Authentication Settings

Use the following commands to enable and configure 802.1X authentication 
on the switch.

Command Purpose

configure Enter Global Configuration mode.

http://www.dell.com/support
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aaa authentication 
dot1x default method1

Specify the authentication method to use to authenticate 
802.1X clients that connect to the switch.

method1—The method keyword can be radius, none, or 
ias.

dot1x system-auth-
control

Globally enable 802.1X authentication on the switch.

interface interface Enter interface configuration mode for the specified 
interface. The interface variable includes the interface type 
and number, for example tengigabitethernet 1/0/3.

A range of interfaces can be specified using the interface 
range command. For example, interface range 
tengigabitethernet 1/0/8-12 configures interfaces 8, 9, 10, 
11, and 12.

Command Purpose
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dot1x port-control 
{force-authorized | 
force-unauthorized | 
auto | mac-based}

Specify the 802.1X mode for the port. 

NOTE: For standard 802.1X implementations in which one 
client is connected to one port, use the dot1x port-control 
auto command to enable 802.1X authentication on the port.

• auto — Enables 802.1X authentication on the interface 
and causes the port to transition to the authorized or 
unauthorized state based on the 802.1X authentication 
exchange between the switch and the client. Once the 
port is authenticated by any host, additional hosts on the 
port will have access to network resources using the port 
PVID.

• force-authorized — Disables 802.1X authentication on 
the interface and causes the port to transition to the 
authorized state without any authentication exchange 
required. The port sends and receives normal traffic 
without 802.1X-based authentication of the client.

• force-unauthorized — Denies all access through this 
interface by forcing the port to transition to the 
unauthorized state, ignoring all attempts by the client to 
authenticate. The switch cannot provide authentication 
services to the client through the interface.

• mac-based — Enables 802.1X authentication on the 
interface and allows multiple hosts to individually 
authenticate on a single port. The hosts are distinguished 
by their MAC addresses.

mab If the 802.1X mode on the interface is mac-based, this 
command can be used to enable MAB on the interface.

CTRL + Z Exit to Privileged Exec mode.

show dot1x View the current 802.1X status.

show dot1x clients {all | 
interface}

View information about 802.1X clients that have 
successfully authenticated and are connected to the 
switch. The interface variable includes the interface type 
and number.

show dot1x users 
[username username]

View the 802.1X authenticated users for the switch.

Command Purpose
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Configuring Additional 802.1X Interface Settings

Use the following commands to configure 802.1X interface settings such as 
the reauthentication period and switch-to-client retransmission time.

NOTE: To enable 802.1X Monitor Mode to help troubleshoot authentication issues, 
use the dot1x system-auth-control monitor command in Global Configuration 
mode. To view 802.1X authentication events and information, use the show dot1x 
authentication-history {interface | all} [failed-auth-only] [detail] command. To clear 
the history, use the clear dot1x authentication-history command in Privileged Exec 
mode.

Command Purpose

configure Enter Global Configuration mode.

interface interface Enter interface configuration mode for the specified 
interface. The interface variable includes the interface type 
and number, for example tengigabitethernet 1/0/3.

A range of interfaces can be specified using the interface 
range command. For example, interface range 
tengigabitethernet 1/0/8-12 configures interfaces 8, 9, 10, 
11, and 12.

dot1x reauthentication Enable periodic re-authentication of the client.

dot1x timeout re-
authperiod seconds

Set the number of seconds between re-authentication 
attempts.

dot1x timeout server-
timeout seconds

Set the time that the switch waits for a response from the 
authentication server.

dot1x timeout tx-period 
seconds 

Set the number of seconds that the switch waits for a 
response to an Extensible Authentication Protocol (EAP)-
request/identity frame from the client before resending the 
request. 

dot1x timeout quiet-
period seconds

Set the number of seconds that the switch remains in the 
quiet state following a failed authentication exchange (for 
example, the client provided an invalid password). 

dot1x timeout supp-
timeout seconds 

Set the time that the switch waits for a response before 
retransmitting an Extensible Authentication Protocol 
(EAP)-request frame to the client. 
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Configuring 802.1X Settings for RADIUS-Assigned VLANs

Use the following commands to configure 802.1X settings that affect the 
RADIUS-assigned VLAN.

dot1x max-req count Set the maximum number of times that the switch sends 
an Extensible Authentication Protocol (EAP)-request 
frame (assuming that no response is received) other than 
Request-Identity to the client before restarting the 
authentication process. 

dot1x max-reauth-req 
count 

Set the maximum number of times that the switch sends 
an Extensible Authentication Protocol (EAP)-Request 
Identify frame to client with no response before restarting 
the authentication process. 

dot1x max-users users Set the maximum number of clients supported on the port 
when MAC-based 802.1X authentication is enabled on the 
port.

CTRL + Z Exit to Privileged Exec mode.

dot1x re-authenticate 
[interface]

Manually initiate the re-authentication of all 802.1X-
enabled ports or on the specified 802.1X-enabled port.

The interface variable includes the interface type and 
number.

dot1x initialize 
[interface]

Start the initialization sequence on all ports or on the 
specified port. 

NOTE: This command is valid only if the port-control mode 
for the specified port is auto or MAC-based. 

show dot1x [interface 
interface]

View 802.1X settings for the switch or for the specified 
interface.

show dot1x interface 
interface statistics 

View 802.1X statistics for the specified interface.

Command Purpose

configure Enter Global Configuration mode.

aaa authorization 
network default radius

Allow the RADIUS server to assign VLAN IDs to clients.

Command Purpose
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dot1x dynamic-vlan 
enable

If the RADIUS assigned VLAN does not exist on the 
switch, allow the switch to dynamically create the assigned 
VLAN.

interface interface Enter interface configuration mode for the specified 
interface. The interface variable includes the interface type 
and number, for example tengigabitethernet 1/0/3.

A range of interfaces can be specified using the interface 
range command. For example, interface range 
tengigabitethernet 1/0/8-12 configures interfaces 8, 9, 10, 
11, and 12.

dot1x guest-vlan vlan-id Specify the guest VLAN. 

dot1x unauth-vlan vlan-
id

Specify the unauthenticated VLAN. 

CTRL + Z Exit to Privileged Exec mode.

show dot1x advanced 
interface

View the current 802.1X configuration.

NOTE: When dynamically creating VLANs, the uplink port should be in trunk 
mode so that it will automatically participate in all dynamically-created VLANs. 
Otherwise, the supplicant may be placed in a VLAN that does not extend beyond 
the switch because no other ports are participating.

Command Purpose



Authentication, Authorization, and Accounting 357

Configuring Internal Authentication Server Users

Use the following commands to add users to the IAS database and to use the 
database for 802.1X authentication.

IEEE 802.1X Configuration Examples

This section contains the following examples:

• Configuring 802.1X Authentication

• Controlling Authentication-Based VLAN Assignment

• Allowing Dynamic Creation of RADIUS-Assigned VLANs

• Configuring Authentication Server Dynamic ACL or DiffServ Policy 
Assignments

Configuring 802.1X Authentication

The network in this example requires clients to use 802.1X authentication to 
access the network through the switch ports. The administrator must 
configure the following settings on systems other than the switch before 
configuring the switch:

1 Add the users to the client database on the Authentication Server, such as 
a RADIUS server with Cisco® Secure Access Control Server (ACS) 
software.

2 Configure the settings on the client, such a PC running Microsoft® 
Windows, to require 802.1X authentication.

Command Purpose

configure Enter Global Configuration mode.

aaa ias-user username 
user

Add a user to the IAS user database. This command also 
changes the mode to the IAS User Config mode. 

password password 
[encrypted]

Configure the password associated with the user.

CTRL + Z Exit to Privileged Exec mode.

show aaa ias-users View all configured IAS users.

clear aaa ias-users Delete all IAS users from the database.
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The switch uses an authentication server with an IP address of 10.10.10.10 to 
authenticate clients. Port 7 is connected to a printer in the unsecured area. 
The printer is an 802.1X unaware client, so Port 7 is configured to use MAC-
based authentication with MAB. 

An IP phone is directly connected to Port 8, and a PC is connected to the IP 
phone. Both devices are authenticated through MAC-based authentication, 
which allows multiple hosts to authenticate on a single port. The hosts are 
distinguished by their MAC addresses, and hosts authenticate separately with 
the RADIUS server. 

Port 9 is connected to a server in a part of the network that has secure physical 
access (i.e. the doors to the wiring closet and data center are locked), so this 
port is set to the Authorized state, meaning that the device connected to this 
port does not need to authenticate using 802.1X. Port 24 is the uplink to a 
router and is also in the Authorized state. 

NOTE: The printer requires an entry in the client database that uses the printer 
MAC address as the username.
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Figure 10-12. 802.1X Example

The following example shows how to configure the example shown in 
Figure 10-12.

1 Configure the RADIUS server IP address and a global shared secret 
(secret).
console#configure
console(config)#radius server auth 10.10.10.10
console(config-auth-radius)#name Default-RADIUS-Server
console(config-auth-radius)#exit
console(config)#radius server key secret
console(config)#exit

2 Enable 802.1X port-based access control on the switch.
console(config)#dot1x system-auth-control

3 Configure ports 9 and 24 to be in the Authorized state, which allows the 
devices to connect to these ports to access the switch services without 
authentication. 
console(config)#interface range Gi1/0/9,Gi1/0/24

Authentication Server
(RADIUS)

LAN

Dell EMC Networking 
N-Series switch

Server
(Port 9)

Clients
(Ports 1 and 3)

Printer
(Port 7)

LAN Uplink
(Port 24)

Physically Unsecured Devices Physically Secured Devices

Clients
(Port 8)
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console(config-if)#dot1x port-control force-authorized
console(config-if)#exit

4 Configure Port 7 to require MAC-based authentication with MAB. By 
default, EAP-MD5 authentication is used.
console(config)#interface gi1/0/7
console(config-if-Gi1/0/7)#dot1x port-control mac-based
console(config-if-Gi1/0/7)#mab

5 Configure the port in general mode. General mode is required for MAC-
based authentication.
console(config-if-Gi1/0/7)#switchport mode general
console(config-if-Gi1/0/7)#exit

6 Enable MAC-based authentication on port 8 and limit the number of 
devices that can authenticate on that port to 2.
console(config)#interface gi1/0/8
console(config-if-Gi1/0/8)#dot1x port-control mac-based
console(config-if-Gi1/0/8)#dot1x max-users 2

7 Configure the port in general mode. General mode is required for MAC-
based authentication.
console(config-if-Gi1/0/8)#switchport mode general
console(config-if-Gi1/0/8)#exit
console(config)#exit

8 View the client connection status.

When the clients on Ports 1, 3, and 7(supplicants), attempt to 
communicate via the switch, the switch challenges the supplicants for 
802.1X credentials. The switch encrypts the provided information and 
transmits it to the RADIUS server. If the RADIUS server grants access, the 
system sets the 802.1X port state of the interface to authorized and the 
supplicants are able to access network resources.

console#show dot1x clients all

Interface...................................... Gi1/0/1
User Name...................................... barneyr
Supp MAC Address............................... 0012.1753.031A
Session Time................................... 756
Filter Id......................................
DACL Name......................................
RADIUS Framed IPv4/IPv6 address................
VLAN Assigned.................................. 1 (Default)
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Interface...................................... Gi1/0/3
User Name...................................... fredf
Supp MAC Address............................... 0004.5A55.EFAD
Session Time................................... 826
Filter Id......................................
DACL Name......................................
RADIUS Framed IPv4/IPv6 address................
VLAN Assigned.................................. 1 (Default)

Interface...................................... Gi1/0/7
User Name...................................... 0006.6B33.06BA
Supp MAC Address............................... 0006.6B33.06BA
Session Time................................... 826
Filter Id......................................
DACL Name......................................
RADIUS Framed IPv4/IPv6 address................
VLAN Assigned.................................. 1 (Default)

9 View a summary of the port status.
console#show dot1x
Administrative Mode............... Enabled
Dynamic VLAN Creation Mode........ Disabled
VLAN Assignment Mode.............. Disabled
Monitor Mode...................... Disabled
EAPOL Flood Mode.................. Disabled

Port     Admin             Oper           Reauth    Reauth
         Mode              Mode           Control   Period
-------  ----------------  ------------   --------  ----------
Gi1/0/1  auto              Authorized     FALSE     3600
Gi1/0/2  auto              N/A            FALSE     3600
Gi1/0/3  auto              Authorized     FALSE     3600
Gi1/0/4  auto              N/A            FALSE     3600
Gi1/0/5  auto              N/A            FALSE     3600
Gi1/0/6  auto              N/A            FALSE     3600
Gi1/0/7  mac-based         Authorized     FALSE     3600
Gi1/0/8  mac-based         N/A            FALSE     3600
Gi1/0/9  force-authorized  Authorized     FALSE     3600
Gi1/0/10 force-authorized  Authorized     FALSE     3600
Gi1/0/11 auto              N/A            FALSE     3600
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10 View 802.1X information about Port 8.
console#show dot1x interface Gi1/0/8

Administrative Mode............... Enabled
Dynamic VLAN Creation Mode........ Enabled
VLAN Assignment Mode.............. Disabled
Monitor Mode...................... Disabled

Port     Admin               Oper         Reauth    Reauth
         Mode                Mode         Control   Period
-------  ---------------- ------------  --------  ----------
Gi1/0/8  mac-based           Authorized   FALSE     3600

Quiet Period................................... 60
Transmit Period................................ 30
Maximum Request-Identities..................... 2
Maximum Requests............................... 2
Max Users...................................... 2
VLAN Assigned.................................. 1 (Default)
Supplicant Timeout............................. 30
Guest-vlan Timeout............................. 90
Server Timeout (secs).......................... 30
MAB mode (configured).......................... Disabled
MAB mode (operational)......................... Disabled
MAB Protocol................................... EAP
Authentication Server Dead action for Voice.... None
Authentication Server Alive action............. None
Authenticator PAE State........................ Initialize
Backend Authentication State................... Idle

Controlling Authentication-Based VLAN Assignment

The network in this example uses three VLANs to control access to network 
resources. When a client connects to the network, it is assigned to a particular 
VLAN based on one of the following events:

• It attempts to contact the 802.1X server and is authenticated.

• It attempts to contact the 802.1X server and fails to authenticate.

• It does not attempt to contact the 802.1X server.

The following table describes the three VLANs:

VLAN ID VLAN Name VLAN Purpose

100 Authorized Data from authorized clients
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The commands in this example show how to configure the switch to control 
VLAN assignment for the example network. This example also contains 
commands to configure the uplink, or trunk, port (a port connected to a 
router or the internal network), and to configure the downlink, or access, 
ports (ports connected to one or more hosts). Ports 1–23 are downstream 
ports. Port 24 is an uplink port. An external RADIUS server handles the 
VLAN assignment.

200 Unauthorized Data traffic from clients that fail the authentication 
with the RADIUS server

300 Guest Data traffic from clients that do not attempt to 
authenticate with the RADIUS server

NOTE: Dynamic VLAN creation applies only to authorized ports. The VLANs for 
unauthorized and guest users must be configured on the switch and cannot be 
dynamically created based on RADIUS-based VLAN assignment.

NOTE: RADIUS VLAN assignment is supported for all port modes other than 
trunk mode.

NOTE: The configuration to control the VLAN assignment for authorized users is 
done on the external RADIUS server.

VLAN ID VLAN Name VLAN Purpose
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To configure the switch:

1 Create the VLANs and configure the VLAN names.
console(config)#vlan 100
console(config-vlan100)#name Authorized
console(config-vlan100)#exit

console(config)#vlan 200
console(config-vlan200)#name Unauthorized
console(config-vlan200)#exit

console(config)#vlan 300
console(config-vlan300)#name Guest
console(config-vlan300)#exit

2 Configure information about the external RADIUS server the switch uses 
to authenticate clients. The RADIUS server IP address is 10.10.10.10, and 
the global shared secret is qwerty123. 
console(config)#radius server key qwerty123 
console(config)#radius server auth 10.10.10.10
console(config-auth-radius)#name MyRadius
console(config-auth-radius)#exit

3 Enable 802.1X on the switch. 
console(config)#dot1x system-auth-control

4 Create a default authentication login list and use the RADIUS server for 
port-based authentication for connected clients.
console(config)#aaa authentication dot1x default radius

5 Allow the switch to accept VLAN assignments by the RADIUS server.
console(config)#aaa authorization network default radius

6 Enter interface configuration mode for the downlink ports.
console(config)#interface range Gi1/0/1-23

7 Set the downlink ports to the access mode because each downlink port 
connects to a single host that belongs to a single VLAN. Set the port 
control mode to auto (default) to allow VLAN assignment from the 
RADIUS server.
console(config-if)#switchport mode access
console(config-if)#dot1x port-control auto
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8 Enable periodic reauthentication of the client on the ports and set the 
number of seconds to wait between reauthentication attempts to 300 
seconds. Reauthentication is enabled to increase security. If the client 
information is removed from the RADIUS server after it has been 
authenticated, the client will be denied access when it attempts to 
reauthenticate.
console(config-if)#dot1x reauthentication
console(config-if)#dot1x timeout re-authperiod 300

9 Set the unauthenticated VLAN on the ports to VLAN 200 so that any 
client that connects to one of the ports and fails the 802.1X authentication 
is placed in VLAN 200.
console(config-if)#dot1x unauth-vlan 200

10 Set the guest VLAN on the ports to VLAN 300. This command 
automatically enables the Guest VLAN Mode on the downlink ports. Any 
client that connects to the port and does not attempt to authenticate is 
placed on the guest VLAN.
console(config-if)#dot1x guest-vlan 300
console(config-if)#exit

11 Enter Interface Configuration mode for port 24, the uplink (trunk) port.
console(config)#interface Gi1/0/24

12 Disable 802.1X authentication on the interface. This causes the port to 
transition to the authorized state without any authentication exchange 
required. This port does not connect to any end-users, so there is no need 
for 802.1X-based authentication.
console(config-if-Gi1/0/24)#dot1x port-control force-
authorized

13 Set the uplink port to trunk mode so that it accepts tagged traffic and 
transmits it to the connected device (another switch or router). 
console(config-if-Gi1/0/24)#switchport mode trunk

Allowing Dynamic Creation of RADIUS-Assigned VLANs

The network in this example uses a RADIUS server to provide VLAN 
assignments to host that connect to the switch. In this example, the VLANs 
are not configured on the switch. Instead, the switch is configured to allow 
the dynamic creation of VLANs when a RADIUS-assigned VLAN does not 
already exist on the switch. 
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In this example, Ports 1–23 are configured as downlink, or access, ports, and 
Port 24 is the trunk port. As a trunk port, Port 24 is automatically added as a 
member to all VLANs that are statically or dynamically configured on the 
switch. However, the network administrator in this example has determined 
that traffic in VLANs 1000–2000 should not be forwarded on the trunk port, 
even if the RADIUS server assigns a connected host to a VLAN in this range, 
and the switch dynamically creates the VLAN. 

To configure the switch:

1 Configure information about the external RADIUS server the switch uses 
to authenticate clients. The RADIUS server IP address is 10.10.10.10, and 
the global shared secret is qwerty123. 
console(config)#radius server key qwerty123  
console(config)#radius server 10.10.10.10
console(config-auth-radius)#name MyRadius
console(config-auth-radius)#exit

2 Enable 802.1X on the switch. 
console(config)#dot1x system-auth-control

3 Create a default authentication login list and use the RADIUS server for 
port-based authentication for connected clients.
console(config)#aaa authentication dot1x default radius

4 Allow the switch to accept VLAN assignments by the RADIUS server.
console(config)#aaa authorization network default radius

5 Allow the switch to dynamically create VLANs when a RADIUS-assigned 
VLAN does not exist on the switch.
console(config)#dot1x dynamic-vlan enable

6 Enter interface configuration mode for the downlink ports.
console(config)#interface range Gi1/0/1-23

7 Set the downlink ports to the access mode because each downlink port 
connects to a single host that belongs to a single VLAN. Set the port-
control mode to auto (the default) to allow assignment of the dynamically 
created VLANs to the host connected port.

NOTE: The configuration to control the VLAN assignment for hosts is done on 
the external RADIUS server.
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console(config-if)#switchport mode access
console(config-if)#dot1x port-control auto
console(config-if)#exit

8 Enter Interface Configuration mode for port 24, the uplink (trunk) port.
console(config)#interface Gi1/0/24

9 Disable 802.1X authentication on the interface. This causes the port to 
transition to the authorized state without any authentication exchange 
required. This port does not connect to any end-users, so there is no need 
for 802.1X-based authentication.
console(config-if-Gi1/0/24)#dot1x port-control force-
authorized

10 Set the uplink port to trunk mode so that it accepts tagged traffic and 
transmits it to the connected device (another switch or router). The trunk 
port will automatically become a member of any dynamically created 
VLANs unless configured to exclude them.
console(config-if-Gi1/0/24)#switchport mode trunk

11 Forbid the trunk from forwarding traffic that has VLAN tags for any VLAN 
from 1000–2000, inclusive.
console(config-if-Gi1/0/24)#switchport trunk allowed vlan 
remove 1000-2000
console(config-if-Gi1/0/24)#exit

Configuring Authentication Server Dynamic ACL or DiffServ Policy Assignments

To enable Dynamic ACL or DiffServ policy assignment by an external server, 
the following conditions must be true:

• The RADIUS or 802.1X server must specify the name of the ACL or policy 
to assign.

For example, if the DiffServ policy to assign is named internet_access, 
include the following attribute in the RADIUS server configuration:

Filter-id (11) = “internet_access” 

If it is desired that an existing ACL be configured, include the following 
attribute in the RADIUS server configuration:

Filter-ID(11) = "Existing_ACL"
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• The ACL or DiffServ policy specified in the attribute must already be 
configured on the switch, and the ACL/policy names must be identical to 
the one sent by the RADIUS server.

For information about configuring a DiffServ policy, see "DiffServ 
Configuration Examples" on page 1547. For information about configuring 
a Dynamic ACL, see "Dynamic ACL Overview" on page 295. The example 
"Providing Subnets Equal Access to External Network" on page 1547, 
describes how to configure a policy named internet_access.

If you use an authentication server to assign ACLs or DiffServ policies to an 
authenticated user, note the following guidelines:

• If the policy or ACL specified within the server Filter-ID attribute does not 
exist on the switch, authentication will fail.

• If a DiffServ policy and ACL have the same name, the named ACL is 
applied.

• Do not delete policies or ACLs used as the Filter-ID by the RADIUS server 
while 802.1X is enabled. 

• Do not use the DiffServ service-policy command to apply the filter to an 
interface if you configure the RADIUS server or 802.1X authenticator to 
assign the DiffServ filter.

In the following example, Company XYZ uses IEEE 802.1X to authenticate 
all users. Contractors and temporary employees at Company XYZ are not 
permitted to have access to SSH ports, and data rates for Web traffic is 
limited. When a contractor is authenticated by the RADIUS server, the server 
assigns a DiffServ policy to control the traffic restrictions.

The network administrator configures two DiffServ classes: cl-ssh and cl-http. 
The class cl-ssh matches all incoming SSH packets. The class cl-http matches 
all incoming HTTP packets. Then, the administrator configures a traffic 
policy called con-pol and adds the cl-ssh and cl-http. The policy is configured 
so that SSH packets are to be dropped, and HTTP data rates are limited to 1 
MB with a burst size of 64 Kbps. HTTP traffic that exceeds the limit is 
dropped. The host ports, ports 1–23, are configured to use MAC-based dot1x 
authentication to allow the DiffServ policy to be applied. Finally, the 
administrator configures the RADIUS server with the attribute Filter-id (11)= 
“con-pol” (steps not shown). 
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To configure the switch:

1 Configure the DiffServ traffic class that matches SSH traffic.
console#configure
console(config)#class-map match-all cl-ssh
console(config-classmap)#match dstl4port 22
console(config-classmap)#exit

2 Configure the DiffServ traffic class that matches HTTP traffic.
console(config)#class-map match-all cl-http
console(config-classmap)#match dstl4port 80
console(config-classmap)#exit

3 Configure the DiffServ policy.
console(config)#policy-map con-pol in
console(config-policy-map)#class cl-ssh
console(config-policy-classmap)#drop
console(config-policy-classmap)#exit
console(config-policy-map)#class cl-http
console(config-policy-classmap)#police-simple 1000000 64 
conform-action transmit violate-action drop
console(config-policy-classmap)#exit
console(config-policy-map)#exit

4 Enable DiffServ on the switch. (Optional as DiffServ is enabled by 
default.)
console(config)#diffserv

5 Configure information about the external RADIUS server the switch uses 
to authenticate clients. The RADIUS server IP address is 10.10.10.10, and 
the global shared secret is qwerty123. 
console(config)#radius server key qwerty123
console(config)#radius server 10.10.10.10
console(config-auth-radius)#name MyRadius
console(config-auth-radius)#exit

6 Enable 802.1X on the switch. 
console(config)#dot1x system-auth-control

7 Create a default authentication login list and use the RADIUS server for 
port-based authentication for connected clients.
console(config)#aaa authentication dot1x default radius

8 Enter Interface Configuration mode for ports 1–23 and enable MAC-
based authentication.
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console(config)#interface range Gi1/0/1-23
console(config-if)#dot1x port-control mac-based

9 Set the ports to access mode (default VLAN 1). Enable the policy on the 
ports.
console(config-if)#switchport mode access
console(config-if)#service-policy in con-pol
console(config-if)#exit
console(config)#exit

Captive Portal
This section describes how to configure the Captive Portal feature.

The topics covered in this section include:

• Captive Portal Overview

• Default Captive Portal Behavior and Settings

• Configuring Captive Portal (Web)

• Configuring Captive Portal (CLI)

• IEEE 802.1X Configuration Examples

Captive Portal Overview
A Captive Portal (CP) helps manage or restrict network access. CPs are often 
used in locations that provide wired Internet access to customers, such as 
business centers and hotels. For example, a hotel might provide an Ethernet 
port in each room so that guests can connect to the Internet during their stay. 
The hotel might charge for Internet use, or the hotel might allow guests to 
connect only after they indicate that they have read and agree to the 
acceptable use policy. 

What Does Captive Portal Do?

The CP feature allows you to require a user to enter login information on a 
custom web page before gaining access to the network. When the user 
connects to the port and opens a browser, the user is presented with a 
welcome screen. To gain network access, the user must enter a username (for 
guest access) or a username and password (for authenticated access) and 
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accept the terms of use. The network administrator can also configure the CP 
feature to redirect the user to another web page after successful 
authentication, for example a company home page.

CP is supported in IPv4 networks only.

Figure 10-13. Connecting to the Captive Portal

The CP feature blocks hosts connected to the switch from most network 
access until user verification has been established. Access to 802.1X, DHCP, 
ARP, NetBIOS, and DNS services is allowed. The network administrator can 
configure CP verification to allow access for both guest and authenticated 
users. Authenticated users must be validated against a database of authorized 
CP users before access is granted. The database can be stored locally on the 
switch or on a RADIUS server.

`

Default Captive Portal Welcome Screen (Displays in Captive Portal User’s Browser)

Switch with Captive Portal

RADIUS Server 
(Optional)

Captive 
Portal User 

(Host)

DNS Server

DHCP Server
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Is Captive Portal Dependent on Any Other Feature?

If security procedures require RADIUS authentication, the administrator 
must configure the RADIUS server information on the switch (see "Using 
RADIUS" on page 288). The RADIUS administrator must also configure the 
RADIUS attributes for CP users on the RADIUS server. For information 
about the RADIUS attributes to configure, see Table 10-15.

For a list of RADIUS attributes that the switch supports, see "Which 
RADIUS Attributes Does the Switch Support?" on page 290.

To support redirection of user entered URLs from a web browser, a DNS 
server must be configured in the network. If routing is enabled on the switch, 
IP helper should be enabled to allow hosts to obtain an IP address via DHCP.

A DHCP server must be available if it is expected that hosts will obtain IP 
addresses dynamically. In addition, if routing is enabled, DHCP relay must be 
configured.

The only type of interface where CP can be enabled is a physical port. CP is 
not supported on multi-access VLANs or on LAGs.

A physical port’s VLAN membership does not affect CP. A physical port 
enabled for CP can be a member of any VLAN or multiple VLANs, which can 
be switching or routing VLANs.

A port enabled for CP may be directly connected to a single client (e.g., an 
access switch), or the port may serve many clients (e.g., a port on an 
aggregation switch).

Port security and CP cannot both be enabled on the same interface.

If a physical port configured with CP is made a member of a LAG, CP is 
disabled on the port.

Dell EMC Networking does not support configuring spanning tree on a CP 
port. BPDUs received on a port enabled for CP will not receive their normal 
prioritization. 

CP can coexist on an interface with DHCP snooping and Dynamic ARP 
Inspection (DAI).

The administrator can configure the switch to send SNMP trap messages to 
any enabled SNMP Trap Receivers for several CP events, such as when a CP 
user has an authentication failure or when a CP user successfully connects to 
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the network. If traps are enabled, the switch also writes a message to the trap 
log when the event occurs. To enable the CP traps, see "Configuring SNMP 
Notifications (Traps and Informs)" on page 515.

What Factors Should Be Considered When Designing and Configuring a Captive 
Portal?

Before enabling the CP feature, decide what type (or types) of authentication 
will be supported. Since Dell EMC Networking N-Series switches support up 
to 10 different CP instances, it is possible to configure one CP that requires a 
username and password and another that only requires the username. For 
each CP, the administrator can customize the welcome screen, including the 
colors and logo.

If network policy requires authentication, consider the number of users that 
must exist in the user database. The local user database supports up to 128 
users. If there is a need to support more than 128 authenticated users, use a 
remote RADIUS server for authentication.

The administrator can specify whether the CP uses HTTP or HTTPS as the 
protocol during the user verification process. HTTP does not use encryption 
during verification, and HTTPS uses the Secure Sockets Layer (SSL), which 
requires a certificate to provide encryption. The certificate is presented to the 
user at connection time.

If the authenticating user requires DNS or DHCP services, these will need to 
be configured in the network and the switch will need to relay DHCP packets.

The initial Web page that a user sees when he or she connects to the CP can 
be customized. The logo, color schemes, welcome messages, and all text on 
the page can be customized, including the field and button labels. The 
welcome page the user sees after a successful verification or authentication 
can also be customized.
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Figure 10-14. Customized Captive Portal Welcome Screen

How Does Captive Portal Work?

When a port is enabled for CP, all the traffic coming onto the port from the 
unverified clients is dropped except for the ARP, DHCP, NetBIOS, and DNS 
packets. These packets are forwarded by the switch so that the unverified 
clients can get an IP address and are able to resolve host or domain names. If 
an unverified client opens a web browser and tries to connect to the network, 
CP redirects all the HTTP/HTTPS traffic from the unverified client to the 
authenticating server on the switch. If the network administrator has 
configured an additional web server port, packets with this destination TCP 
port number are also forwarded to the authenticating server. A CP web page is 
sent back to the unverified client. If the verification mode for the CP 
associated with the port is Guest, the client can be verified without providing 
authentication information. If the verification mode is Local or RADIUS, the 
client must provide credentials that are compared against the information in 
the Local or RADIUS client database. After the user successfully provides the 
required information, the CP feature grants access to the network.

What Captive Portal Pages Can Be Customized?

The following three CP pages can be customized:

• Authentication Page —This page displays when a client attempts to 
connect to the network. The images, text, and colors that display on this 
page can be customized.
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• Logout Page — If the user logout mode is enabled, this page displays in a 
pop-up window after the user successfully authenticates. This window 
contains the logout button. 

• Logout Success Page — If the user logout mode is enabled, this page 
displays after a user clicks the logout button and successfully 
deauthenticates.

Understanding User Logout Mode

The User Logout Mode feature allows a user who successfully authenticates 
to the network through the CP to explicitly deauthenticate from the network. 
When User Logout Mode is disabled or the user does not specifically request 
logout, the connection status will remain authenticated until the CP 
deauthenticates the user based on the configured session timeout value. In 
order for the user logout feature to function properly, the client browser must 
have JavaScript enabled an must allow popup windows.

Localizing Captive Portal Pages

The CP localization feature allows you to create up to three language-specific 
web pages for each CP as long as all pages use the same verification type; 
either guest or authorized user web pages. This allows you to create pages in a 
variety of languages to accommodate a diverse group of users.

To customize the pages that the user sees, click the language tab. By default, 
the English tab is available. The settings for the Authentication Page display.

Captive Portal IP Address Selection

CP automatically associates with one of the IP addresses assigned to the 
switch. The automatic IP address selection algorithm is outlined below:

1 On switching-only devices or when routing is disabled, CP uses the out-of-
band interface IP address, if available.

2 If routing is enabled, CP uses a loopback interface if one is defined, and a 
routing interface as the second choice.

3 If routing is enabled and no active routing interface is available, the CP 
goes down.

4 If the CP IP address changes due to administrator action or due to an 
interface going down, then the CP is automatically disabled and re-
enabled. All active sessions are dropped.
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Captive Portal and DNS

CP allows unauthenticated users access to DNS services on TCP and UDP 
destination port 53. CP inspects all DNS traffic to ensure that it conforms 
with the DNS protocol (RFC 1035/1996). CP checks the format of DNS 
messages and discards packets that do not conform to the minimum 
standards. Specifically, CP performs the following checks on a DNS packet:

• The packet must have a full-size header and at least one question field

• The packet must have a valid DNS response code

• The first question field must not exceed 63 octets in length, nor must the 
length field be greater than 63

• The first question class field must be valid.

Captive Portal Troubleshooting

The following table explains the status values for CP authentication sessions 
and the resulting actions taken, if any. CP global status, interface status, and 
session status are available in the user interfaces.

Table 10-13. Captive Portal Status Values 

Status Value Description Browser Action

Default Initial request from the client. Used to detect initial request.

Serve Default serve. Used when serving the initial 
connection page.

Validate Actual validation request. Indicates that the user has 
submitted credentials and 
requests authentication.

WIP Indicates that validation is in 
progress.

The validation page begins to 
poll the server until the status 
flag changes. The actual poll 
request is the same http(s) 
request used to “validate” as 
described above. While waiting 
between polls, the browser 
displays an “authorization in 
process” message.
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RADIUS_WIP Indicates that RADIUS 
validation is in progress.

The browser action is the same 
as for the WIP status.

Success Indicates that authentication is 
a success.

Displays either the customized 
welcome page or an external 
URL.

Denied Indicates that the user has 
failed to enter credentials that 
match the expected 
configuration.

The default serve page is 
resubmitted and includes the 
appropriate failure message.

Resource Indicates that the system has 
rejected authentication due to 
system resource limitations or 
session timeout. 

The default serve page is 
resubmitted and includes the 
appropriate failure message.

No Accept Indicates that the user did not 
accept the acceptance use 
policy.

The default serve page is 
resubmitted and includes the 
appropriate failure message.

Timeout Indicates that the 
authentication transaction took 
too long. This could be due to 
user input time, or a timeout 
due to the overall transaction.

The default serve page is 
resubmitted and includes the 
appropriate failure message. 

Table 10-13. Captive Portal Status Values (Continued)

Status Value Description Browser Action
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Default Captive Portal Behavior and Settings
CP is disabled by default. If you enable CP, no interfaces are associated with 
the default CP. After you associate an interface with the CP and globally 
enable the CP feature, a user who connects to the switch through that 
interface is presented with the CP Welcome screen shown in Figure 10-15.

Figure 10-15. Default Captive Portal Welcome Screen

The user types a name in the Username field, selects the Acceptance Use 
Policy check box, and clicks Connect to gain network access. By default, the 
user does not need to be defined in a database or enter a password to access 
the network because the default verification mode is Guest. Note that 
duplicate Username entries can exist in this mode because the client IP and 
MAC addresses are obtained for identification. 

Table 10-14 shows the default values for the CP feature.

Table 10-14. Default Captive Portal Values

Feature Value

Global Captive Portal Operational 
Status

Disabled

Additional HTTP or HTTPS Ports Disabled 

CP can be configured to use an additional 
HTTP and/or HTTPS port (in support of 
Proxy networks).

Authentication Timeout 300 seconds
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Configured Captive Portals 1

Captive Portal Name Default

Protocol Mode HTTP

Verification Mode Guest

URL Redirect Mode Off

User Group 1-Default

Session Timeout 86400 seconds

Local Users None configured

Interface associations None

Interface status Not blocked

If the CP is blocked, users cannot gain access 
to the network through the CP. Use this 
function to temporarily protect the network 
during unexpected events, such as denial of 
service attacks.

Supported Captive Portal users 1024

Supported local users 128

Supported Captive Portals 10

Table 10-14. Default Captive Portal Values

Feature Value
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Configuring Captive Portal (Web)
This section provides information about the OpenManage Switch 
Administrator pages for configuring and monitoring CP settings on Dell 
EMC Networking N1100-ON, N1500, N2000, N2100-ON, N3000, N3100-
ON, and N4000 Series switches. For details about the fields on a page, click 

at the top of the Dell EMC OpenManage Switch Administrator web 
page.

Captive Portal Global Configuration

Use the Captive Portal Global Configuration page to control the 
administrative state of the CP feature and configure global settings that 
affect all CPs configured on the switch. 

To display the Captive Portal Global Configuration page, click System  
Captive Portal  Global Configuration.

Figure 10-16. Captive Portal Global Configuration

Captive Portal Configuration

Use the Captive Portal Configuration page to view summary information 
about CPs on the system, add a CP, and configure existing CPs. 

The switch supports 10 CP configurations. CP configuration 1 is created by 
default and cannot be deleted. Each CP configuration can have unique guest 
or group access modes and a customized acceptance use policy that displays 
when the client connects. 

To display the Captive Portal Configuration page, click System  Captive 
Portal  Configuration.
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Figure 10-17. Captive Portal Configuration

From the Captive Portal Configuration page, click Add to create a new CP 
instance.

Figure 10-18. Add Captive Portal Configuration

From the Captive Portal Configuration page, click Summary to view 
summary information about the CP instances configured on the switch.
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Figure 10-19. Captive Portal Summary

Customizing a Captive Portal

The procedures in this section customize the pages that the user sees when he 
or she attempts to connect to (and log off of) a network through the CP. 
These procedures configure the English version of the Default Captive Portal. 

To configure the switch:

1 From the Captive Portal Configuration page click the (English) tab. The 
settings for the Authentication Page display, and the links to the CP 
customization appear.

2 Click Download Image to download one or more custom images to the 
switch. A downloaded custom image can be used for the branding logo 
(default: Dell logo) on the Authentication Page and Logout Success page, 
for the account image (default: blue banner with keys) on the 
Authentication Page, and for the background image (default: blank) on the 
Logout Success Page. 

Figure 10-20. Captive Portal Download Image Page

NOTE: The image to download must be accessible from your local system. 
The image should be 5 KB max, 200x200 pixels, GIF or JPG format.
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3 Make sure Download is selected in the Available Images menu, and click 
Browse.

4 Browse to the directory where the image to be downloaded is located and 
select the image.

5 Click Apply to download the selected file to the switch.

6 To customize the Authentication Page, which is the page that a user sees 
upon attempting to connect to the network, click the Authentication Page 
link. 
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Figure 10-21. Captive Portal Authentication Page

7 Select the branding image to use and customize other page components 
such as the font for all text the page displays, the page title, and the 
acceptance use policy. 

8 Click Apply to save the settings to the running configuration or click 
Preview to view what the user will see. To return to the default views, click 
Clear. 
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9 Click the Logout Page link to configure the page that contains the logout 
window. 

Figure 10-22. Captive Portal Logout Page

10 Customize the look and feel of the Logout Page, such as the page title and 
logout instructions.

11 Click Apply to save the settings to the running configuration or click 
Preview to view what the user will see. To return to the default views, click 
Clear. 

12 Click the Logout Success Page link to configure the page that contains the 
logout window. A user is required to logout only if the User Logout Mode 
is selected on the Configuration page.

Figure 10-23. Captive Portal Logout Success Page

NOTE: The Logout Page settings can be configured only if the User Logout 
Mode is selected on the Configuration page. The User Logout Mode allows 
an authenticated client to deauthenticate from the network.
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13 Customize the look and feel of the Logout Page, such as the background 
image and successful logout message.

14 Click Apply to save the settings to the running configuration or click 
Preview to view what the user will see. To return to the default views, click 
Clear. 

Local User

A portal can be configured to accommodate guest users and authorized users. 
Guest users do not have assigned user names and passwords. Authorized users 
provide a valid user name and password that must first be validated against a 
local database or RADIUS server. Authorized users can gain network access 
once the switch confirms the user’s credentials.

By default, each CP instance contains the default group. The default group 
can be renamed, or a different group can be created and assigned to each CP 
instance. A CP instance can be associated to one user group only. A user, 
however, can be assigned to multiple groups.

The Local User page allows you to add authorized users to the local database, 
which can contain up to 128 user entries. Users can be added to and deleted 
from the local database using the Local User page.

To display the Local User page, click System  Captive Portal  Local User.

Figure 10-24 shows the Local User page after a user has been added. If no 
users have been added to the switch, many of the fields do not display on the 
screen.

NOTE: Multiple user groups can be selected by holding the CTRL key down while 
clicking the desired groups.
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Figure 10-24. Local User Configuration

From the Local User page, click Add to add a new user to the local database.

Figure 10-25. Add Local User

From the Local User page, click Show All to view summary information 
about the local users configured in the local database.

Figure 10-26. Captive Portal Local User Summary
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To delete a configured user from the database, select the Remove check box 
associated with the user and click Apply.

Configuring Users in a Remote RADIUS Server

A remote RADIUS server client authorization can be used. All users must be 
added to the RADIUS server. The local database does not share any 
information with the remote RADIUS database. 

Table 10-15 indicates the RADIUS attributes you use to configure authorized 
CP clients. The table indicates both RADIUS attributes and vendor-specific 
attributes (VSA). VSAs are denoted in the Attribute column and are comma 
delimited (vendor ID, attribute ID).

Table 10-15. Captive Portal User RADIUS Attributes 

Attribute Number Description Range Usage Default

User-Name 1 User name to be 
authorized

1-32 
characters

Required None

User-Password 2 User password 8-64 
characters

Required None

Session-Timeout 27 Logout once 
session timeout is 
reached (seconds). 
If the attribute is 0 
or not present 
then use the value 
configured for the 
CP.

Integer 
(seconds)

Optional 0

Dell-Captive-
Portal-Groups

6231, 
127

A comma-
delimited list of 
group names that 
correspond to the 
configured CP 
instance 
configurations.

String Optional None. The 
default 
group is 
used if not 
defined here
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